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                                             Abstract 

Social media allows the user to post, comment and communicate freely. And this led to an 

increasing amount of online hate speech. Online hate speech has different offline 

repercussions, according to studies. In recent years, hate speech have led to internal 

violence, relocation, and human rights violations against specific social groups around the 

world. And Ethiopian societies are among the victims. To lessen the spread of hate speech, 

this study develops Amharic hate speech detection. The study's main goal is to create a 

model for detecting hate speech by taking into account sentiment analysis of the relevant 

datasets and proving a link between hate speech and sentiment analysis. Peacemakers can 

take action when hate speech comments are being circulated online by using an Amharic-

language hate speech detection system. Additionally, it will assist owners of social media 

platforms by automatically reporting hate speech remarks before they are seen by a wider 

audience 

Comments were gathered from Facebook, TikTok, and YouTube channels in order to 

create a labeled large Amharic dataset. Following data cleaning, 79991 hate and hate-free 

annotated datasets along with their sentiment were obtained. To label the dataset as hate 

and hate-free, new annotation guidelines were created. Despite previous related work, 

recent and large dataset were collected and their sentiment were also considered. To 

construct the model, CNN and GRU deep learnings were used in conjunction with Word 

embedding features.  

Negative sentiment was revealed to be the source of hate speech content. And most of the 

hate free dataset were found to be having positive sentiment. Using datasets that have been 

annotated by humans as a hate and hate free, the GRU and CNN models demonstrated 

respective accuracies of 0.90 and 0.72. And when both hate and non-hate annotated 

datasets along with their sentiment were used in the hate speech detection model, the 

models' respective accuracies become 0.75 and 0.74. As a result, in both model GRU 

outperform CNN model, and the CNN approach shows good performance for the hate 

speech detection model that was developed by integrating sentiment analysis.  

Key words: Deep Learning, Hate speech detection, Amharic post and comment dataset, 

sentiment analysis, Gated Recurrent Unit; Convolutional Neural Networks 
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                                                        CHAPTER ONE 

                                                INTRODUCTION 

  1.1 Background 

The definition of hate speech is not universally agreed upon. According to a recent study 

[1] speech which incites violence against or fosters an atmosphere of prejudice that could 

lead to actual violent acts against that group. According to some definitions, using language 

that disparages groups on the basis of particular traits constitutes it. 

 

Due to the quick development of blogs, forums, and several other social networks, peoples 

now a days acquire helpful information, exchange ideas, thoughts, and experiences, and 

even influence one another's opinion-expressing. Accessing important information has 

become simpler for people due to the quick growth of these digital platforms. Users can 

stay informed, research various topics, and share their findings with a larger community in 

these online places. People utilize these platforms to exchange ideas, share personal stories, 

and have deep conversations in addition to acquiring information. Because people 

influence one another through conversation and the sharing of different points of view, 

these encounters frequently have an impact on public opinion. 

 

Any content posted, shared, accessed, or received on social media include anything might 

be construed as discriminating, to individuals in general. This suggests the necessity for an 

automated system to filter material from online communication. Social media content, 

whether posted, shared, accessed, or received, can sometimes be interpreted as 

discriminatory toward certain individuals or groups. With the vast amount of information 

being exchanged online, there is an increasing concern that harmful or biased material may 

influence public opinion and contribute to social inequality. Effectively managing and 

monitoring such content is essential to fostering a more inclusive and respectful digital 

space. 

This issue emphasizes the importance of implementing an automated system to filter 

inappropriate or offensive material in online interactions. Leveraging technologies like 

artificial intelligence and machine learning, such a system could help identify and limit the 
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spread of discriminatory content. By adopting these solutions, online platforms can 

promote a safer and more ethical environment while maintaining a balance between free 

speech and responsible communication. 

 

With the help of attorneys, a speech that is hate and disseminated through books, 

magazines, or other multimedia platforms can be quickly located and tracked down in a 

matter of hours. Nonetheless, the vast bulk of speech that are hate on the platform of social 

media can originate from anonymous people hiding behind a screen, making it challenging 

to police with physical force. Speech that are Hate and spread on the online communication 

in Ethiopia has recently come under fire, particularly for being the impetus for ethnic 

violence. In Ethiopia, hate speech circulating on online platforms has recently drawn 

significant criticism, particularly for its role in provoking ethnic violence. These harmful 

messages, often shared on social media, have intensified ethnic tensions and contributed to 

outbreaks of violence in various regions. 

 

The growing presence of online hate speech has raised alarms about its effect on societal 

unity and public security. As these divisive messages continue to spread, there is an 

increasing need for strategies to prevent their dissemination and address the root causes of 

the hostility they promote. Strengthening online regulations and encouraging responsible 

communication are crucial steps toward reducing conflict and safeguarding vulnerable 

populations. Accordingly , government of Ethiopia primarily blocks social media sites 

when rebellion breaks out in order to lessen the impact of posts made by various users that, 

whether intentional or not, incite animosity and lead to disputes[2].  

 

Amharic, is one of Semitic language, serves as Ethiopia's official working language. It is, 

nevertheless, one of the languages with the fewest computational linguistic works and the 

least amount of study and resources. Amharic is a common language used by both public 

and commercial broadcast media in Ethiopia to communicate with viewers. 

Although Amharic is essential for everyday communication and media, the lack of progress 

in computational linguistics for the language creates challenges in adapting it to modern 

technological advancements. This gap in resources and research limits the ability of 
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Amharic to be effectively integrated into digital platforms, highlighting the need for further 

investment in its linguistic and technological development. 

Moreover, the absence of adequate tools for Amharic in areas like natural language 

processing and machine translation restricts its broader application in technology. As 

Ethiopia continues to evolve and connect with global digital trends, prioritizing the 

development of computational resources for Amharic will enable speakers to fully access 

digital tools and services. This investment is key to reducing the technological divide and 

ensuring Amharic's continued relevance in the digital era. 

 

Based on the material that is currently available, investigation into identifying speech that 

are hate and written in Amharic is remaining in its early stages. Sentiment analysis tasks 

are important for many applications; hence sentiment analysis will be applied in the 

development of the hate detection mode. With the aid of APIs, browser extensions, Python 

scripts, and scrapers, new datasets will be gathered from a range of social media sites. The 

data undergoes preprocessing and labeled as hate and hate-free datasets using a newly 

developed annotation guideline, followed by annotating the corresponding sentiment, 

using existing annotation guideline[3].  

 

A hate speech detection model will next be developed using the labeled dataset. Deep 

learning methods and a variety of feature extraction techniques will be used to build the 

model. Additionally, this work will attempt to take into account the sentiment of Amharic 

social media texts By including sentiment analysis, the model will be better equipped to 

assess the tone and underlying intent of messages, improving its ability to detect hate 

speech. This added dimension will offer more detailed insights into the content shared on 

social media and enhance the effectiveness of detecting harmful language in Amharic 

online interactions. 
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1.2 Motivation 

Hate speech are constantly posted and shared among Ethiopians social media platforms. 

This might result in violent crimes or hate crimes, which would ruin people's lives as well 

as those of their families, communities, and the entire nation. The increase of online hate 

speech served as the impetus for this topic's investigation. Hate speech is pervasive on 

social media platforms because they give people a free and unrestricted platform to share 

their thoughts, opinions, and ideas. Using social media become common among Ethiopians 

youth and the more these young generation read the hateful comments, the more this 

inappropriate speech be normalized among the them. This intern is affecting the peaceful 

existence of people. 

 

Hate speech that incites violence and distracts from property must be monitored in order 

to provide a safe environment for society. Ethiopian government's response to hate speech 

consists of shutting down the Internet countrywide and temporarily blocking social media 

accounts. Blocking the internet connection can have a negative consequence since most 

peoples of the county day to day life start to depend on the internet connection. Hence, 

these works propose more accurate Amharic hateful comment detection model 

incorporating sentiment analysis to tackle proliferation of hateful comment. The 

methodology used is based on the notion that social media comments and posts with 

negative emotion are more likely to contain hate content. These comments and replies can 

also mislead data mining activities and lead to incorrect classification.it worth to develop 

hate speech detection taking this fact in to consideration. 

 

1.3 Statement of the problem 

 

Hateful content that spreads on social media has the power to exacerbate societal unrest, 

spark conflicts, and bring about crises. Hate speech spread via social media has also 

horrifying effects on the mental health of each victim because it instills dread, damages 

one's sense of self-worth, and inflicts psychological injury. Information filtering solutions 

that are based on sentiment analysis of social media texts can be used to block access to 

inappropriate or illegal social media content as well as politically and socially sensitive 
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content. Social media filtering proved costly in a number of ways. In the Ethiopian internet 

community, social media hate speech is becoming common and problematic because 

people disseminate them while hiding behind their computers and it gives them an 

unrestricted liberty to voice their opinions 

 

The Ethiopian government has frequently blocked parts or all of the Internet out of concern 

that hate speech spreading on social media could exacerbate the security issues. Thus, it is 

undeniable that hate speech spreads via social media. As in  study conducted in[4],the 

quantity of tweets in the nation that contain abusive terms is rising over time. Only 

Throughout the past years has the field of identifying hateful speech research grown, and 

the majority of these studies were done in foreign languages. 

 

Because Amharic differs from other languages in its semantic, lexical, and syntactic 

structure, methodologies and procedures designed for other languages do not apply directly 

to Amharic. As a result, it is necessary to research the morphology that suit the nature of 

the Amharic language and prepare a well annotated dataset. Sentiment analysis is 

incredibly helpful for social media monitoring since it gives us a general idea of how the 

public feels about a given subject. It is helpful for rapidly deriving conclusions from vast 

amounts of textual data. And this work proposes a classification model by utilizing the 

sentiment  

1.4 Research Question 

 

RQ1. What are the steps to develop Amharic language sentiment analysis-based hate 

speech detection model for social media be developed?  

RQ2. Which feature extraction methods should be used to extract relevant features from 

Amharic hate speech data? 

RQ3. Which deep learning algorithms detect hateful comments more accurately?  

RQ4. To what extent the proposed approach identifies hate speech in Amharic online 

hateful comments? 
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RQ5. To what extend the accuracy of hate speech detection of Amharic social media texts 

improved by considering the sentiment of the dataset? 

1.5 Objective of the Study 

1.5.1 General Objective 

This study's primary goal is to create and develop framework for detecting hate speech by 

taking account the sentiment of social media posts and comments that are written in 

Amharic text using deep learning techniques. 

1.5.2 Specific Objective 

Specific Objectives 

 The following particular goals are noted in order to accomplish the overall goal:  

 Conduct a literature review  

 Collect the dataset and get the necessary corpus ready. 

 Prepare standards to label the dataset 

 Annotate the dataset 

  Embrace a deep learning approach appropriate for the Amharic language's 

morphological characteristics. 

 Design and develop Hate Speech detection model. 

 Explore the relationship between sentiment analysis and hate speech 

 Assess the detection model performance 

 

    1.6 Methodology 

1.6.1 Literature Review 

To improve understanding in this area, a thorough assessment of literature will be 

conducted.  

1.6.2 Research Design 

The design science research technique will be applied  
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1.6.3 Data Preparation 

Comments will be gathered from Tik Tok, Facebook and YouTube. comment collector 

extensions, different python scripts and Api will be utilized for this dataset acquisition. The 

collected data will be labeled with the annotated guideline as a hate and hate free along 

with their sentiment polarity. Techniques such as removing the unnecessary data, 

normalization, tokenization, stop word removal, and expanding abbreviated texts followed 

by feature extraction will be implemented to prepare the relevant corpus. 

      1.6.4 Tools and Techniques 

 To collect the data from the social media platforms you tube API, comment 

collector extensions, and different python codes will be used. 

 The tools and packages to be employed using the Python along with different 

library including Scikit Learn, NumPy, Pandas, NLTK, TensorFlow and Jupyter 

note book on google collab. 

 

1.6.5 Evaluation 

Accuracy, recall, f-measure and precision, are the assessment measures that will be utilized 

in the experiment to assess performance. 

1.7 Significance of the study 

This work will introduce new hate and non-hate dataset along with their sentiment and 

create a model for detecting hate speech by taking into account the sentiment of social 

media comments and responses, which might skew data mining efforts and lead to incorrect 

categorization. Owing to TikTok’s increasing popularity, the majority of the data was 

collected from its interns, this work provides a recent dataset and a variety of hate speech 

content.  

And explore to what extent the consideration of sentiment help the effectiveness of 

identifying hateful comments on social media Additionally, it backs the government of 

Ethiopia's ongoing efforts to prevent hate speech from spreading on social media. 

 



8 
 

1.8 Scope and limitation  

The extent of this research is restricted to identifying hate comments that are written in 

the language of Amharic. The study excludes social media data components, such as 

images, audio, videos, and other emotive signals. comments and responses could be 

conveyed in a number of forms, Comprising audio and video. This work focuses on only 

texts. 

 

1.9 Organization of the Thesis 

There are five chapters in this work. The study is introduced in the first chapter, which also 

covers the background, problem identification, goal, main contribution, and study scope. 

The second chapter then reviews similar works. Model construction techniques and tools 

are covered in the third chapter. The experiments, analysis, and findings are the main topics 

of chapter four. The study's conclusions and recommendations were discussed in the last 

chapter. 
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                                CHAPTER TWO 

                           LITRATURE REVIEW 

  2.1 Overview 

This section covers the research done on social media hate speech detection by various 

researchers. The morphology of Amharic language has also been thoroughly discussed, 

and the procedures in place to track hateful comments on social platforms have been 

examined. Furthermore, a thorough investigation of pertinent literature has been conducted 

to enhance comprehension of the concept and explore the research subject. 

2.2 Hate speech 

Hate speech can be viewed as inherently wrong, harmful directly, or harmful indirectly, 

according to[5]. It does not uphold the dignity of hate speech speakers and instead damages 

the self-respect of those who are targeted by it. Furthermore, self-respect at least in a great 

many cases is adequate to explain the harm caused by hate speech due to its tremendous 

significance and relevance in our psychic existence. A "trigger" event is all that is needed 

for hate crimes to occur, according to many research, and negative sentiments towards 

minorities and stereotypes tend to grow over time. 

2.3 Hate Speech on Social Media 

The fact that almost all of the Content of social media is created by the users, makes the 

platform unique and can be contributed by anybody who wants to express their opinions in 

public, not just a select set of journalists or persons. Therefore, editorial or any other type 

of previous oversight by competent agencies, nor the position of an individual who can 

share information, limit communication through social media. 

 

Hate speech has long been a problem that disproportionately affects minorities across a 

broad spectrum of society. Social media platforms are web-based tools that allow anybody 

to share anything, including ideas, images, audio and video files, and more[6]. Hate speech 

has been a persistent issue that primarily impacts minority groups, leading to discrimination 

and social division across various areas of society. It can take many forms, such as 

offensive language or violent threats, and has serious emotional, psychological, and 
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societal repercussions for those affected. Minorities, in particular, face a disproportionate 

amount of this harmful communication, which can lead to marginalization. With the rise 

of digital connectivity, the reach of hate speech has expanded, causing harm to more 

individuals and communities. 

Social media platforms are a key factor in this problem, as they allow users to freely share 

ideas, images, videos, and other content. While these platforms have made communication 

more accessible, they have also contributed to the spread of harmful speech. The open 

nature of social media enables rapid distribution of such content, often without enough 

oversight or regulation. As a result, hate speech can spread unchecked, requiring a balance 

between protecting free speech and taking action against dangerous content 

Today's online social media platforms provide free communication between users for 

almost nothing. Users are using these platforms more frequently to exchange news as well 

as communicate with one another. Although these platforms offer an open forum for 

individuals to express themselves, they also have a negative aspect. Based on empirical 

evidence, it has been observed that refugees and immigrants, together with religious and 

ethnic minorities, are the most frequently targeted groups for such speech. These groups 

are marginalized, and acts of terrorism and transgressions by members of specific minority 

groups are sometimes used as an excuse to damage the reputation of those who are weaker 

than others. 

This has caused social media to grow quickly and brought about certain unfavorable 

effects, such as the lack of specific laws pertaining to free speech and an increase in the 

use of derogatory and cruel words on the platform. Hate speech spread via social media 

has also horrifying effects on the mental health of each victim because it instills dread, 

damages one's sense of self-worth, and inflicts psychological injury[7].  
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Social media define hate speech as follows, 

 

Hate speech, according to Facebook [31], is when someone directly attacks someone 

because of their identity, or a severe sickness .Assaults are depicted as acts of viciousness 

or dehumanization, mediocrity complex comments, or requests for segregation. Twitter 

characterizes despise discourse as ‘Scornful conduct: that specifically assault or debilitate 

others on the premise of a race, national origin, and ethnicity, age, incapacity’[32] 

In addition to the lack of control mechanism particularly in Ethiopia, nothing shared on 

social media can be relied upon. since hate speech and disinformation, there has been a lot 

of unrest and instability in Ethiopia lately. Hate speech is spreading quickly across the 

globe on various social media sites. It is the obligation of the platform owners to regulate 

the spread of hate speech in order to combat its spread on social media.  

Even though Ethiopia's government issued a decree to outlaw hate speech, the country has 

seen a sharp rise in the spread of hate speech. Ethiopians are currently suffering from the 

root causes of hate speech as well as associated issues like political, economic, religious, 

and racial conflict. 

Although the Ethiopian government has enacted a law to prohibit hate speech, the country 

has witnessed a sharp increase in its proliferation. This rise in harmful speech is a symptom 

of deeper societal issues, including ongoing political, economic, religious, and ethnic 

conflicts that continue to divide the nation. Despite the government's attempts to combat 

hate speech, these underlying problems remain unresolved, making it difficult to control 

the spread of such rhetoric. 

The people of Ethiopia are bearing the brunt of these underlying causes, as hate speech 

exacerbates existing tensions and deepens divisions. Political unrest, economic disparities, 

and religious or ethnic discrimination have become more entangled with the spread of hate 

speech, making it harder to promote national unity and harmony. In this context, the 

challenge of addressing hate speech extends beyond legal measures, requiring a broader 

approach to address the root causes of conflict within society. 
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2.4 Sentiment Analysis 

 

Sentiment analysis involves the identification and extraction of subjective information 

from language, such as opinions, emotions, and attitudes. It is a crucial part of natural 

language processing (NLP) that helps in understanding how individuals feel or think about 

certain topics, products, or issues. By analyzing text or speech, sentiment analysis can 

classify sentiments as positive, negative, or neutral, and even detect more specific emotions 

like anger or joy.  

According to [8], sentiment analysis is typically categorized into three levels: document-

level, sentence-level, and aspect-level. Document-level analysis looks at the overall 

sentiment of a full text, such as an article or review, while sentence-level analysis examines 

the sentiment of each individual sentence within the text. Aspect-level analysis focuses on 

particular aspects or features mentioned in the text, such as specific products or services, 

and determines the sentiment tied to those elements. This layered approach enables more 

detailed and accurate insights into the sentiments expressed, making sentiment analysis a 

valuable tool in areas like market research and social media analysis. 

 

To establish a peaceful living environment in Ethiopia, it is crucial to analyze hate speech 

identification in Amharic. In this work, in addition to other natural language processing 

techniques, sentiment analysis will be considered as additional feature on Amharic social 

media texts to detect and identify hate speech.  

 

2.5 Amharic Language 

Amharic comes in second after Arabic in terms of being semitic language spoken 

worldwide. It uses distinct "Fidel" scripts, where a syllable-based writing system in which 

each graphic character contains both vowels and consonants. According to a research in 

[9] Amharic, there are twenty numerals, eight punctuation marks, and 51 labeled 

characters. Amharic is a highly inflected, morphologically complicated language with 

around 310 distinct characters. In terms of how syntactic and grammatical relationships are 

expressed at the word level, it is morphologically rich. 
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 In texts written in Amharic, homophonic letters are frequently noted to be used 

interchangeably, and the unusual labiovelars are not consistently used. This brings the total 

number of Amharic characters to 231 without counting the additional letters that are not 

part of the main row and have separate sounds[10].The language of Amharic exhibits a 

morphological phenomenon known as the root-pattern. A root is a group of consonants 

with a fundamental lexical meaning. They are also known as radicals. A pattern is a group 

of vowels that are positioned in between a root's consonants to create a stem. Since the 

majority of Ethiopians speak Amharic as their mother tongue or a secondary language and 

use it as a medium of internet communication, it makes sense to consider building the 

model.  

Table2.1:  Summery of morphology of Amharic language 

Category Description Examples 

Structure of 

words 

Roots are primarily triconsonantal, 

whereas patterns add vowels or affixes for 

derivation and inflection. 

 Root: "ሰሰሰ" (to break) 

 Verb: "ሰሰሰሰ" (was broken) 

Morphology of 

Nouns 

 

- Gender: Masculine (default) and 

feminine (marked by -it or -wa). 

- Number: Singular (default) and plural 

(suffix -och). 

- Definiteness: Suffix -u (m.), -wa (f.). 

"ሰሰሰ" (wend - "man"), "ሰሰ" (sēt - 

"woman"), "ሰሰሰሰ" (məṣḥaf - "book") 

"ሰሰሰሰሰ" (məṣḥaf-och - "books"). 

Morphology of 

verb 

 

Using templates, prefixes, and suffixes, 

verbs inflect for person, gender, number, 

tense/aspect, and mood. 

"ሰሰሰሰ" ("he spoke"), 

 "ሰሰሰሰሰ" ("he speaks"). 

Tense/Aspect 

- Perfective: Actions finished.  

Imperfective: Consistent or routine 

behavior.  

Imperative/Jussive: Orders or demands.  

Perfective:  "ሰሰ"  "he worked." 

Imperative/Jussive: "ሰሰ"  "work!" 
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Category Description Examples 

Subject 

Agreement 

When it comes to person, gender, and 

number, verbs agree with the subject. 

 

"ሰሰሰሰሰሰሰሰ" ("I did not speak to you 

all"). 

 

2.6 Existing Hate Speech Detection approaches 

These include deep learning, machine learning and hybrid approach. An attempt has been 

made to determine which of these the researchers use the most. 

      2.6.1Machine learning algorithms 

Supervised learning 

When the dataset is pre-labeled, supervised learning can be applied in this method. 

Although labeling tasks requires a great deal of work and time, it works better for events 

that are domain-dependent.  

Unsupervised learning 

Instead of employing human labor to label a large training set, it dynamically extracts 

important terms linked to the domain. Semantic Hate and theme-based elements were 

added to their model, which produced the best result[11]. 

Reinforcement Learning 

Semi-supervised learning which combines supervised and unsupervised learning is a 

technique used by several well-known algorithms. In this case, an ML model is trained 

using both labeled and unlabeled examples.  

In addition to machine learning algorithms, several manual feature engineering and rules 

are used in machine learning methodologies. Hate speech can be best classified using the 

bag of words, word, and character n-grams features, according to research. Other popular 

classifiers include Naïve Bayes, SVM, Random Forests, Decision Trees, and Logistic 

Regression. 
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        2.6.2 Deep Learning Models 

Multiple layers of interconnected nodes make up deep neural networks, and each layer 

builds on the one before it to optimize and improve classification or prediction. Visible 

layers are the input and output layers of a deep neural network[12].  

A deep learning network consists of the below components. Neurons computes the 

weighted average of the input data after processing it through a nonlinear function. Two 

propagation functions are involved in deep learning: forward propagation, which 

provides the output value based on the input value, and backward propagation, which 

provides the "error value." Each connection, which connects a neuron from one layer to 

another, either from the same layer or from a different layer, has a value for weight. To 

reduce the chance of inaccuracy, the weight value should be decreased. The learning rate 

determines how fast or slowly we choose to update the model's weight (parameter) 

values. 

Recurrent Neural Network (RNN)  

Instead of producing a single result for a single input, RNNs can plan out several inputs 

and products to yield one-to-many, many-to-one, or many-to-many outputs[12]. 

CNN 

Three layers: input, output, and one or more hidden levels are all included in CNNs, a 

particular kind of neural network made up of node layers. Convolutional Neural Networks 

(CNNs) use word embeddings to extract important elements that are used to classify hate 

speech. The first step in the process is text preprocessing, which involves turning words 

into dense vector representations, normalizing sequence lengths through padding, and 

tokenizing words. Convolutional layers receive these embeddings after which filters detect 

important local patterns, including dangerous phrases or particular word combinations. 

Pooling layers are used to further refine the generated feature maps, which facilitate 

calculations and enhance the model's capacity for generalization. 
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Figure 2.1 CNN architecture 

Refined characteristics are sent to fully linked layers, which use the patterns found to create 

predictions. The final output layer determines whether hate speech is included in the input 

text by using activation functions such as sigmoid for binary classification or SoftMax for 

multi-class assignments. Because of their capacity to effectively recognize pertinent local 

patterns, manage text of various lengths, and maintain their resilience to slight input 

alterations, CNNs are especially well-suited for this application. 

Including contextualized models like BERT or pre-trained embeddings like Word2Vec can 

help increase accuracy. The model's capacity to capture contextual and local characteristics 

is improved when CNNs are combined with other architectures, such as RNNs or attention 

mechanisms. CNNs are very useful tools for identifying hate speech in text when they are 

trained on properly labeled data. 

GRU  
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By using unique "gates" to control whether information it retains or discards, it is able to 

spot patterns in lengthy sequences. A particular kind of RNN called Gated Recurrent Units 

(GRUs) is used to identify hate speech by examining textual context and sequential 

patterns. Prior to processing, text is transformed into dense vector representations, 

tokenized, and padded to consistent lengths. Using reset and update gates to regulate the 

information flow, GRUs process these sequences one step at a time. By capturing both 

short-term and long-term relationships, these techniques enable the model to successfully 

detect detrimental circumstances or offensive language. 

The final hidden state or an attention mechanism highlights important textual elements in 

the hidden states generated by GRUs, which serve to summarize the sequence. To find out 

if the input contains hate speech, this condensed representation is fed into a classification 

layer and fully linked layers. Because they retain pertinent information from previous 

segments of the sequence, GRUs are very good at comprehending contextual nuances and 

are hence very useful for text categorization tasks. 

Pre-trained embeddings such as Word2Vec or BERT for richer word representations can 

be used by GRUs to increase accuracy. The model can capture both local text patterns and 

a larger sequential context when GRUs and CNNs are combined, and attention methods 

help the model concentrate on key elements of the input. With these tactics and top-notch 

training data, GRUs are a reliable method for identifying both overt and covert hate speech 

in text. 
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Figure 2.2 GRU architecture 

 

Long Short-Term Memory (LSTM)  

 

The purpose of this kind of recurrent neural network (RNN) is to model time-series data 

and sequences. Long Short-Term Memory (LSTM) networks are effective for detecting 

hate speech because of their ability to process and retain sequential information over long 

text spans. In this process, the text is transformed into numerical formats like word 

embeddings, allowing the LSTM to understand the relationships between words in a 

sentence. The network analyzes the sequence while maintaining crucial contextual 

information through its memory system, enabling it to recognize subtle expressions of hate 

that may appear in different parts of the text. 

LSTMs excel at identifying complex linguistic patterns, such as sarcasm or indirect forms 

of hate speech, by focusing on relevant parts of the text and disregarding less important 

details. Through specialized gates that regulate the flow of information, LSTMs can 
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prioritize critical context, improving the accuracy of their predictions. This capability helps 

the model differentiate between hate speech and non-hate speech, even in cases where the 

offensive content is implied rather than directly stated. 

 

 

 

Figure 2.3 Architecture of LSTM 

 

Bidirectional RNN/LSTM Bidirectional RNNs  

Two LSTMs make up this sequence processing model; one forwards the input, and the 

other backwards. For problems involving natural language processing, bidirectional LSTM 

is a particularly popular option. 

BILSTM are effective for detecting hate speech because they process text in both 

directions, forward and backward, enabling them to capture a more comprehensive context. 

By considering both previous and subsequent words, BILSTMs can identify subtle or 

complex instances of hate speech that may rely on surrounding context. This bidirectional 
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approach helps the model recognize nuanced forms of hate, such as sarcasm or indirect 

offensive language, where the meaning can change depending on the words before or after. 

As a result, BILSTMs offer improved accuracy in classifying text as hate speech or non-

hate speech, even when the harmful content is implied rather than explicitly stated. 

 

Figure 2.4 BILSTM architecture 

 

Multilayer Perceptron (MLPs) 

The fundamental idea underlying a multilayer perceptron's operation is backpropagation, 

a crucial network training procedure. Multilayer Perceptron (MLPs) work for hate speech 

detection by converting text into numerical features, typically through word embeddings, 

and processing these features through multiple layers of neurons. During training, the 

network learns to identify patterns and relationships in the data by adjusting the weights 

and biases. Each layer applies an activation function to help capture relevant features that 

indicate hate speech. Once trained, the MLP produces a classification, such as determining 

whether the text is hating speech or not. While MLPs might not capture sequential 

dependencies as well as models like LSTMs, they can still effectively classify hate speech 

when paired with well-constructed input features. 
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Figure 2.5 MLP architecture 

 

2.6.3Hybrid Technique 

It is a strategy for getting around an approach's drawbacks. since every solution has a 

unique set of constraints. Additionally, it seems like a good idea to combine two or more 

ways into a hybrid strategy where they complement one another. 

 

2.7 Feature Extraction for Hate speech Detection 

 

The act of depicting and changing unprocessed data into numerical features while keeping 

the original data intact is known as feature extraction.  

Hate speech detection methods employ a variety of feature extraction approaches. Below 

is a discussion of a few of them. 
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Bag-of-words (BOW)  

The bag of words technique breaks down each text into its constituent words without 

retaining any knowledge about the text's grammar or syntax. It then executes tokenization 

and vector construction operations.  

Term frequency-inverse document frequency (TF-IDF)  

The word "importance of inverse document frequency" (IDF), which appears infrequently 

in the corpus but might have significant information, is significant. The most effective 

method for handling basic machine-learning tasks is TF-IDF. 

 Word Embedding  

Words connected to the closer vector can be represented vector-based using word 

embedding. The word embedding method makes it possible to identify a word's syntactic 

and semantic relationships. Mathematical representations of words within the corpus are 

created using the word embedding technique[13]. 

Word2vec:  

A feature extraction method called Word2vec is used to extract words from documents and 

learn their associations, including their synonyms. Using word2vec algorithms, which scan 

the entire corpus, frequently occurring words are used to construct the vector. The corpus 

size and the location of each vector in the vector space can be used to calculate the vector 

size in the word2vec technique. Stochastic gradient descent is the training method. The 

mapping of a word within an n-gram context into continuous vectors is known as the 

projection layer.  

The skip-gram technique is applied as an output context word and as an input word center. 

Skip-gram works well with tiny datasets and words that appear seldom. The center of the 

word is the output and context words are the input in the continuous bag of words approach. 

When dealing with large datasets and the most frequently occurring terms, a continuous 

bag of words works well[13].  
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GloVe:  

As a feature extraction method, global vector offers a vector representation of the entire 

content. The global word-to-word co-occurrence matrix is utilized in the gloVe approach 

to represent global contextual information in the corpus[13].  

FastText:  

FastText is a modification of Word2Vec that improves word representations by using n-

grams, which are sequences of adjacent characters, in the training process. Rather than 

assigning a single vector to each word, FastText breaks down words into smaller n-grams, 

enabling the model to capture subword information. This approach enhances the 

representation of rare or out-of-vocabulary words. FastText then combines the vectors of 

these n-grams to form a word's overall representation, resulting in more accurate and 

reliable word embeddings, especially for languages with complex structures or when 

dealing with new or misspelled words. 

 The Facebook Artificial Intelligence Research Lab unveiled a brand-new word embedding 

technology called Fast Text as a solution to this problem. A character n-gram, or bag of 

characters, represents each word. Fast Text, on the other hand, generates a vector for every 

letter n-gram[13] 
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     2.8 Related work 

 

 Extensive research has been conducted on earlier works to determine what is lacking and 

to explore the gap. In[2], automatic hate speech identification was developed using 30,000 

Amharic Facebook comments. Pré trained BERT were used in conjunction with n-grams 

for feature extraction. The hyper parameter is adjusted using the random search technique. 

The tagging of the dataset as hate and hate-free was done by hand. Word2vec and n-gram 

were employed to extract features. Models using BERT were able to obtain a 91% accuracy 

rate. Unoptimized hyperparameter tweaking could be viewed as a gap. A work in [4] 

examine the patterns and distribution of hate speech over time, and contrast the hate speech 

on Twitter with that of general reference. The Amharic corpus was the paper's intended 

audience. Five native speakers provided about 144 abusive speech keywords, which were 

then divided into hate and offensive speech categories.  

 

In[14], an initial attempt was made to identify and categorize multilingual hate speech 

(Amharic and Afaan Oromo) using 3 approaches of  Extracting  of features   and four 

distinct deep learning classifiers Data minor tools along with a Face pager are used to 

collect the data. Every piece of data has three distinct domain experts annotating it. With 

the gathered 30,000 annotated bilingual datasets in Amharic and Afaan Oromo. an 

accuracy of 78.05% was obtained by BILSTM. With more data, the model's performance 

could be enhanced. 

 Datasets in Amharic were prepared in [15]from YouTube, Twitter, and Facebook for the 

purpose of hateful writing detection model building. One way to extract features is by word 

embedding. One of the issues encountered during the experiment was classifying the 

scraped comments and deleting the dataset. The two groups that performed the best in the 

experiments were BILSTM and GRU (91%), followed by LSTM and MLP (90%). 

 

The Amharic posts and comments on Facebook and Twitter were utilized as a dataset 

in[16]. Techniques for wdata augmentation were applied to equalize the labeled training 
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set. The BILSTM-based word2vec model performs somewhat better, achieving an 

accuracy of 88.89% for both the enhanced and original datasets. In order to create binary 

class datasets, hate speech published in the Tigrigna language was gathered in [17] 

Facebook API and Face Pager were utilized to get data. According to an experimental 

result, hate speech identification with 79% accuracy was obtained with a slightly better 

performance by the NB. A tiny dataset with few features was employed. 

 

Using a separate dataset, researchers in[18]suggest fuzzy multi-task learning for Hate 

Speech recognition. Four categories of hate speech were identified through an experimental 

study. Fuzzy approach works better than cutting-edge probabilistic techniques like SVM 

and DNNs. For the Arabic Twittersphere, religious hate speech identification has been 

studied by[19]. Six thousand Arabic tweets were gathered using Twitter's search API2. The 

purpose of crowd sourcing platforms is to get annotations for training and testing datasets. 

Additionally, it was discovered that religious hate speech may be accurately detected with 

0.79 accuracy.  

 

In[20],  hate speech detection system for foreign languages was created. Using the 

Bidirectional-LSTM, the researchers developed a detection model on Vietnamese social 

media text. The social media text classifications that the model predicts are Hate, 

Offensive, and Clean (not-hate). The word embedding methods that were employed were 

Word2Vec and FastText. On the Vietnamese Language and Speech Processing (VLSP) 

2019 public standard test set, they obtained an F1 Score of 71.43% using this model. 

Two classifiers were constructed in[21]. The Part-Of-Speech tagger automatically morpho-

syntactically identified the hate speech corpus because the approach depends on morpho-

syntactically marked texts. When a binary classification was used, the classifier produced 

outcomes that were similar to those of sentiment analysis tasks for Italian that were 

primarily studied.  

A study in [22] suggested a multitasking technique according to a popular Transformer-

oriented  

model to identify hate speech in Spanish tweets. It has been observed that in a multitask 

learning environment, the quality of corpora is crucial, and that locating such materials is 
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not always feasible, particularly in languages with limited resources. The model's 

shortcomings stem from the fact that multitasking increases the computational cost of 

categorization by utilizing additional corpora. 

 

A study published in [23] suggests a clever deep learning technique for automatically 

identifying vile comments on Twitter in the Arabic language. The NLTK library was used 

to process the data collection. a collection of characteristics that were taken from the dataset 

using a word embedding technique. The. The deep learning strategy that has been put into 

practice is a cross between an LSTM network and a convolutional neural network (CNN). 

The suggested method performed well in categorizing tweets as Normal or Hateful.  

 

The other related work by[24],for sarcasm detection ,separated the features in their 

investigation into features that were connected to syntax, sentiment, punctuation, and 

patterns. In machine learning classification models, this thorough feature selection worked 

well. Models based on deep learning offer automated feature extraction. They could be 

able to recognize context and pick up on minute semantic patterns. They are also quite 

configurable and demand a lot of data. Even just figuring out which model to use proved 

to be a challenging process. 
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Table2.2: Summary of related work 

Ref Feature 

Extraction 

Method 

Algorithms 

Used 

Selected 

Model 

Gap 

[2] Word n-grams, 

Word2Vec 

LSTM, GRU RNN (97.9% & 

88% accuracy) 

Polarity of 

sentiment was 

not considered 

[25] n-gram Naïve Bayes Naïve Bayes Limited 

training dataset 

[14] CNN, 

BiLSTM, 

CNN-

BiLSTM, 

BiGRU 

Keras word 

embedding, 

Word2Vec, 

FastText 

BiLSTM with 

FastText 

High 

computational 

cost 

[26] SVM, MNB, 

LR, DT, RF 

TF-IDF, n-

gram blend 

Linear SVC 

(highest 

performance) 

Special 

characters not 

considered 

[17] SVM, NB, RF N-gram, TF-

IDF 

NB with TF-

IDF 

Lack of 

detailed 

annotation 

guidelines 

[27] Word2Vec, 

TF-IDF 

NB, RF Naïve Bayes Limited dataset 

(6,120) 

[19] Pre-trained 

word 

embedding 

LR, SVM, 

RNN-GRU 

RNN-GRU Focused only 

on religious 

text speech 
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2.9 Research gap and Summary 

 

Literature on the morphology of the Amharic language, sentiment analysis and hate speech 

detection mechanisms were reviewed. The reviews show that the majority of the study was 

conducted on languages with more resources; in contrast, the Amharic social media hate 

speech domain has received very less research. 

Hate speech has a significant negative impact on the targeted person's right to freedom and 

equality. Although this provides sufficient incentive to combat it, history has shown that if 

action is not taken, there will be long-term effects. Hate speech widens the gulf between 

social groupings, perhaps causing severe disruptions to social cohesiveness. It would be 

ineffective to use a straightforward blacklist technique, hence automated hate speech 

detection models must be created. 

The majority of earlier research used regular machine learning models, whereas this study 

uses deep learning; previous works have poorer accuracy because of limited datasets and a 

lack of sentiment consideration. Sentiment-aware models provide better context 

comprehension than datasets that are only tagged with hate speech. Through the collection 

of new datasets from Facebook, Tik Tok, and YouTube, this work prepares a large labeled 

dataset and attempts to assess how sentiment analysis affects the classifier's functionality. 
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                                       CHAPTER THREE 

                            DESIGN AND METHODOLOGY 

3.1 Overview 

 

This chapter goes into great detail on the overall design and methodology of the proposed 

hate speech detection model for Amharic written comment on social media. The model 

architecture, data preparation and collecting process, annotation approaches, and 

guidelines will also be presented. The proposed model is built using newly collected 

datasets from social media, which are the primary source of data for this study. 

The final portion covered word vectorization and categorization using various algorithm to 

build models that predict whether they are hate speech or hate free. Furthermore, the 

system's implementation tools, the algorithms to be used, and assessment methods are all 

provided in this chapter. 

 

3.2 The proposed system architecture 

 

The system builds hate speech detection models for Amharic languages. The model is made 

up of various parts. The Amharic social media dataset is the first component. It is compiled 

from various social media page posts, comments, and replies. From the gathered Amharic 

corpus's relevant data set has then been filtered. 

 

The second component is annotation, in which a text is classified by human annotators into 

hate and non-hate classes using a newly developed annotation guideline. The hate and hate 

free class will further be annotated as having positive, negative and neutral sentiment by 

existing sentiment guideline of Amharic sentiment analysis work. Followed by a 

preprocessing step that clean and format the input dataset so that it will be ready for the 

subsequent components. During this stage, unnecessary character removal, tokenization, 
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normalization, and other fundamental preprocessing are completed. Then, feature 

extraction that performs vectorization, will be put into practice. And GRU and CNN will 

be used in the model's construction. The detection and classification component are in 

charge of classifying test data into the appropriate categories as a hate and free. The last 

task will be evaluating the model using several evaluation matrices to determine the 

model's performance level. 

 

 

 

Figure 3.1: The proposed architecture for detecting hate speech for Amharic language 

 

3.3Data collection and preparation 

 

A new dataset is collected for this study. The following steps are completed in order to 

meet the dataset's construction purpose. Based on their popularity and the fact that these 
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pages usually post discussions covering a wide range of topics, social media pages of 

different influentials including journalists, politicians, local celebrities’ pages, and 

channels that are most frequently watched were selected. 

The chosen platforms are TikTok, Facebook and you tube. Comment extractor extensions, 

you tube API, and different python codes were utilized to gather the data. Since this 

comment collector’s extension limit the amount of comment to be collected python codes 

along with the social media API were mainly implement to collect dataset. A total of 

160,000 data set is collected. 

The collected dataset is in the form of excel. And comments that are not written in Amharic 

words were eliminated, along with emoji, images, blank spaces, null and other language 

sentences, as only Amharic-language data will be considered in this instance. 

 

 

Figure 3.2: Face book comment extractor 
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Figure 3.3: TikTok comment extractor 

 

 

Figure 3.4: screenshot of python code to collect dataset from you tube 

The code in the above figure was modified from GitHub, which extracted the data in 

Excel format using the YouTube API and post ID.  

 

The following table shows a list of some of the chosen social media pages along with the 

amount of filtered dataset collected from them. 
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Table 3.1: Some of the selected social media pages 

NO Social media page Number of filtered 

comments  

1 Gursha tube  2015 

2 Getu temesgen 1100  

3 Zehabesha 2000 

4 Yonimagna _scabogna01 8900 

5 Motta keraniyo 9700 

6 ZemedkunBekele 8500 

7 Liya show 7500 

8 Iamharanism 7800 

9 Amhara media corporation 2100 

10 ESATtv Ethiopia 1100 

11 FDRE Ministry of justice 1000 

12 ESAT 1100 

13 Dire Tube  2200 

14 ebc_tiktok 1150 

15 Amharafanofirst 2150 

16 Tamagn.beyene 800 

some unofficial accounts that went viral and had a lot of comments and views were the 

source of the rest collected datasets. 
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3.4Annotation guidelines 

 

Following data cleansing, 79,991 datasets remained. Emojis, empty comments, Amharic 

comments written in English letters, sentences in non-Amharic, and comments with just 

special characters are all eliminated as part of the data cleaning process. 

Table 3.2:sample social media comments before preprocessing 

Name Comment Time Likes 

Reply 

Count 

@Add**** ሰሰሰሰሰሰሰሰሰሰሰሰ 

2024-09-

16T06:51:00Z 0 1 

@eli*** ሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰ 

2024-09-

15T19:12:35Z 0 0 

@ሰሰ*** ሰሰሰሰ 

2024-09-

15T19:28:41Z 2 0 

@tase*** ሰሰሰሰሰሰሰሰሰሰ 

2024-09-

15T17:39:26Z 1 0 

@Redi*** ሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰ 

2024-09-

15T17:24:20Z 7 0 

@av*** Left political  wing of Prosperity party 

2024-09-

15T18:52:11Z 0 0 

@An**** 🎉🎉🎉 

2024-09-

15T18:23:50Z 1 0 

@OneL*** ሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰሰ 

2024-09-

15T17:35:07Z 1 1 
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The next step is to classify this 79,991 Amharic dataset as hate or non-hate after gathering 

the relevant data set. 30 Human annotators annotated manually the dataset as hate and hate 

free based on a newly developed annotation guideline that is presented in the Annex A. 

The annotators are staff members of Ethio Telecom's Digital Customer Care Division, with 

experience in assigning sentiment to customer comments on the company's posts as part of 

their job. They are also proficient in the Amharic language.  

The annotators were given a brief description of the annotation guideline in order to 

classify posts and comments into the binary classifier. Before starting the annotation, the 

relevant rules and standards were established to make sure the annotator understood the 

assignment well. 

 

Figure 3.5: screenshot of some of the labeled dataset 

  

Since this work consider to include the sentiment of each dataset, an existing Amharic 

sentiment analysis guideline were adopted from the work of [3] ,and the same annotators 

label each dataset as having positive, negative and neutral sentiment. 
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Figure 3.6: screenshot of some of the labeled dataset along with their sentiment 

 

3.5 Preprocessing 

Preparing the input texts into appropriate format for additional analysis is known as 

preprocessing. The preparation steps involved removing all non-Amharic characters from 

the provided comments and posts, including alphabets, punctuations, white space, emoji 

and unnecessary columns. The dataset cleaning, normalization, dataset balancing, 

tokenization, stop-word removal, and morphological analysis are the preprocessing phases 

in the architecture. 

 

Figure 3.7: preprocessing Component 

Annotated dataset 

Data cleaning  

Stop word removal 

Abbreviation expansion 

normalization 

Tokenization 

Morphological analysis 

Preprocced 

dataset 
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3.5.1 Data Cleaning 

Only Amharic texts are included in the dataset; texts in any other language have been 

eliminated, and text has been cleaned according to the property of the language. Non-

standard terms like null values, empty spaces, numbers, non-word characters, HTML, 

URLs, numbers, emojis, and comments that are written in non-Amharic words were 

eliminated. 

 

  

Figure 3.8: python code for Data set cleaning 

 

     3.5.2 Stop word Removal 

It is one of the preprocessing techniques that identifies the words that appear in the corpus 

most or least frequently. This step allows a more focus to be given to relevant content in 

the dataset, by eliminating these words. Stop word lists were developed for this study from 

the gathered corpus. 
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Figure 3.9: python code for stop word removal 

     3.5.3Abbreviation Expansion 

The user may utilize the abbreviation word in Amharic. These abbreviations' ways of 

writing style must be expanded in the dataset such as ሰ/ሰሰ (fe/bet) ሰሰሰ ሰሰ (court). 

   3.5.4 Data normalization 

The process of normalization reduces duplication in several languages. It shows the 

consistency of characters. These Fidels are አandአ, አandአ, አandአ, አ, አ, and አ. 

Character inconsistencies like these could lead to an unneeded rise in the number of 

document representative words, which would require processing of enormous amounts of 

data. Consequently, certain kinds of characters were made into a single character in order 

to standardize them. 

 

Figure 3.10: python code for Normalization 
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    3.5.5 Tokenization 

Using punctuation or space to separate the collected text into individual words or tokens is 

a technique known as tokenization. The method determines a written text's limits.  

 

 

 

 

Figure 3.11: python code for Tokenization 

 

    3.5.6 Sequence Padding 

The goal of this preprocessing step is to equalize the input length so that the embedding 

matrix may be created. This will be done with Keras function pad sequences ().  

3.6 Morphological Analysis 

For morphologically rich languages like Amharic, morphological analysis is required. In 

order to extract the necessary characteristics and root or stem word to construct a classifier, 

and HornMorpho[30] a tool were adapted.  
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3.7 Sentiment Analysis 

 

The 30 annotators first annotate the dataset as a hate and hate free based on the newly 

developed guideline as described in Annex A. Since considering the sentiment analysis of 

each dataset is part of the model building ,existing Amharic sentiment annotation 

guidelines[3] were implemented to assign each dataset sentiments 

In the paper[3] the authors used the following criteria when analyzing the sentiment of 

social media texts: 

Sentiment Categories:  

Each social media post's sentiment was divided into three primary classes:  

  Positive: Posts that convey a feeling of approval or favorability. 

  Negative: Posts that express criticism, discontent, or a negative attitude.  

 Posts that are vague in their sentiment or lack a strong opinion or sentiment are 

considered neutral.  

The annotators were directed to give considerable thought to the social media messages' 

context. 

The analysis included distinguishing between sentiment, even though the main focus was 

on sentiment as a whole. The sentiment analysis was intended to identify the general 

positive or negative tone, independent of the particular emotions stated. 

The annotators were also instructed to take into consideration linguistic subtleties that 

could influence sentiment classification, given the nature of social media language. This 

included slang, informal language, acronyms, and other unconventional Amharic usages 

that may make it difficult to distinguish between different feeling groups. Posts 

containing complicated or conflicting emotions should carefully examine the tone of the 

whole.  
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3.8 Feature Extraction 

In this step, a subset of relevant features from the labeled dataset that were helpful in 

recognizing hate and hate-free content are chosen so they can be employed in the model 

building. At this point, the dataset is converted into a numerical vector. The experiment 

will utilize pre trained embedding feature extraction methods. 

 This step constructs a word embedding matrix using pre-trained GloVe embeddings [44] 

to map words in a dataset's vocabulary to their corresponding vector representations. It 

begins by loading the GloVe file and storing each word and its associated embedding 

vector in a dictionary. Then, an embedding matrix is initialized with zeros. 

By iterating over the vocabulary produced by a tokenizer, the code checks if each word has 

a pre-trained embedding in the dictionary. If found, the embedding vector is ascribed to the 

respective row regarding on index of words. This embedding matrix aligns pre-trained 

GloVe vectors with the dataset's vocabulary, enabling the model to incorporate rich 

semantic information for tasks like text analysis and classification. 

The selected deep learning algorithms  

 GRU and CNN are the selected classifier algorithms, to be utilized to categorize the 

gathered comments as hate and hate free. Several related works suggest to obtain good 

performance utilizing them, therefore testing with more than one classification algorithms 

gave comparison indications for identifying top performing algorithms for the proposed 

model. 

3.9 Classification 

 A sum of 79,991relevant dataset is filtered from collected160k dataset from social media 

Amharic textual comments and posts, with the help of comment extractor extension, 

python code, API and scrappers. And this relevant dataset is annotated manually with 30 

annotators, that are expert on the language based on the newly developed annotation 

guideline, that is described in Annex A.  

Beside the hate and hate free class, the annotators also manually annotate the sentiment of 

each dataset as a positive, negative and neutral  based on already existed a sentiment 

analysis guideline of the work in [3].Then the annotated dataset along with their sentiments 
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will be preprocessed and the feature extracted data and their polarity labels will be fed into 

the deep learning model for training. Eighty percent of the corpus was utilized to train the 

model, and twenty percent will be used to test its performance. Using quality metrices, the 

model execution ability in categorizing the test sets will be assessed in the final stage. 

(RQ1) 

 3.10 Development Tools and Techniques 

Comment extractor extensions, Python codes along with social media API and scrape 

storm software: were utilized to retrieve comments and posts from the social media pages. 

Microsoft Excel 

used to do data preparation operations such as cleaning, filtering, sorting, and deleting 

redundant data from the collected data. utilized to oversee the annotating task as well. 

Google Collab:  since the dataset is large google Collab will be Used to execute python 

code from Google Drive.  

Python programming language: The data was preprocessed and the model will be 

developed using the Python programming language 

The Python programming language is an interpreted, dynamically typed, object-oriented 

language that is ideal for natural language processing (NLP) due to its ease of use, 

debugging capabilities (exceptions and interpreted language), ease of structuring (modules 

and object-oriented language), and robust string manipulation capabilities.  

Among the most widely utilized libraries for the research are the ones listed below.  

NumPy: provides support for matrices, huge arrays, and high-level mathematical 

functions. NumPy is particularly helpful when utilizing its random number and linear 

algebra features. 

Scikit-learn NumPy and SciPy, two math packages, serve as its foundation. It has many 

more features, like different clustering, regression, and classification methods. 

NLTK: It's a Python package that comes in handy when handling data in human languages. 

The collection includes over fifty distinct lexical resources and datasets, including 

WordNet, parsing, and tagging. Assignments of different complexity and size can be 
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supported by NLTK. Additionally, by combining and expanding existing NLTK 

components with completely new ones, students can use NLTK to create a flexible 

framework for more complex projects like creating a multicomponent system. 

 3.11 Performance Evaluation 

To achieve that, this study will make use of accuracy, recall, F-measure, and precision to 

assess the model.  

Precision 

When the precession result is high, the system is substantially more likely to return the 

right value than the wrong one. Mathematically 

                                             𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃)  =    𝑇𝑃/(𝑇𝑃 +  𝐹𝑃)(1) 

 

Recall: is about how many related instances are projected out of all the relevant instances; 

a high recall value suggests the model forecasts the most relevant outcome expressed as  

                                              𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅)  =       𝑇𝑃/ (𝑇𝑃 +  𝐹𝑁)          (2) 

 

 F-measure is an accuracy metric calculated as a balanced average of a test's precision and 

recall. 

                                             F_Measure (F)  =  2 ∗  (P ∗  R)/ (P +  R) (3) 

Accuracy  

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 + 𝑇𝑁) / (𝑇𝑃 +  𝐹𝑁 +  𝐹𝑃 +  𝑇𝑁    (4)    

 

True Positive: These are the posts and comments that the machine learning algorithm 

has identified as hateful and classed as such.  

False positive: These are postings and comments that are labeled as hateful even if 

machine learning predicts them to be non-hateful.  
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True Negative: These are the posts or comments that the machine learning system 

classifies as not hateful and predicts as such.  

False Negative: These are postings and comments that are labeled as hateful but that the 

machine learning algorithm predicts are not hateful. 

Confusion Matrix  

The algorithm's effectiveness is measured using a confusion matrix. The predicted values 

for the proper and incorrect classes are displayed in the confusion matrix. 
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                                             CHAPTER FOUR 

                         EXPERIMENTATION AND DISCUSSION 

4.1 Overview 

The dataset to be used, the experiment's execution, and its outcome are all covered in this 

chapter. The model evaluation will come after a detailed presentation of the preprocessing 

stages, feature extractions and the construction of the Amharic hate speech detection 

model. This study will also examine the impact of sentiment analysis on hate speech 

detection.   

4.2 Data Collection 

Amharic sentences were collected from comments of social media platform mainly from 

TikTok, YouTube and Facebook posts. Facebook comment extractor extensions and 

python scripts were employed to extract Facebook, YouTube and TikTok comments. A 

total of 160k dataset were retrieved from public pages, political activist pages, famous 

artists private pages and most followed YouTube channels. Eyoha media, Dallot 

entertainment, Egreghaw media, yonimagha_scabogha01, Motta keraniyo ,Zemedkune 

Bekele, Gursha ,Zehabesha and Getu temesegen were some of the social media pages used 

for the dataset source. 

4.3 Building the Corpus 

Numerous forms of information are included in the gathered dataset, such as the 

commenter's name, the comment, time, and number of likes and replies. Since the 

comments is the only dataset to be used in building the model, the rest are manually 

removed. After performing data cleaning on the crawled data to remove unnecessary 

information a total of 79,991datasets were gathered. 
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Figure 4.1 sample dataset before preprocessing 

 

4.4 Execution of preprocessing  

            4.4.1 Eliminating extraneous symbols and punctuation 

 

Python programming using NLTK modules and regular expression (Regex) was utilized to 

apply preprocessing to the collected data. Prior to saving the preprocessed data in the Excel 

format, the Python program read the Excel file and remove unnecessary information such 

as symbols, emojis, Amharic comments written in English letters, URLs, HTML, numbers 

and other language scripts  
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Figure 4.2 screenshot of the dataset after data cleaning stage 

 

    4.4.2 Normalization  

Normalization is a technique that eliminates redundancy across different languages by 

standardizing text formats. It ensures consistency in spelling, punctuation, and structure, 

enhancing linguistic analysis and improving the effectiveness of natural language 

processing (NLP) applications. 

 

Figure 4.3 screenshot of implementation of normalization python program 
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    4.4.3 Implementation of Tokenization  

Following the cleaning and normalization processes, the tokenization approach separates 

the sentences into discrete words.  

 

Figure 4.4 screenshot of tokenized data set 

 

4.5 Feature extraction  

 

Words were represented in vector numerical format using the tokenized dataset as input 

for the extraction of features procedure. This work used Word2vec to implement word 

vectorization by Python Scikit-learn module. 

4.5.2 Implementation of Word2vec  

For identification of hate speech, these embeddings are crucial since they capture the 

semantic links between words. In deep learning, Word2Vec embeddings are used as input 

features in conjunction with networks. In this work pretrained Amharic word embedding 

from [44] was implemented.  First pretrained Word2Vec embeddings were loaded into a 

dictionary and prepare an embedding matrix for use in a neural network model. Followed 
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by retrieving the pretrained embedding for the word. If the dictionary does not contain the 

word, it skips assigning an embedding. 

If a word's embedding exists, it is stored in the corresponding row of embedding matrix, 

where the row index corresponds to the word's integer index from the tokenizer. The 

embedding matrix is typically passed to an embedding layer in a deep learning model. 

(RQ2) 

 

Figure 4.5 screenshot of python program to prepare embedding matrix 

4.6 Exploring data  

Using pie chart the below figure visualize the distribution of hate and hate free destitution  

 

Figure 4.6: Dataset label distribution 
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Using a word cloud, the most commonly used terms for both hate and non-hate classed 

comments are visually displayed. In the diagram, terms that have been used more 

frequently than others are shown by bolding and enlarging the font size. 

 

Figure 4.7 Word cloud of hate free Classified comments 

 

Figure 4.8 Word cloud of hate Classified comments 
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4.7 Sentiment Analysis 

The sentiment of each dataset was annotated manually based on the guideline in available 

on in the work of [3]. Each class of the dataset is categorized by its polarity such as positive, 

neutral, and positive. 

The dataset was presented in two ways The dataset that was labeled as hate and hate free 

and a dataset that was labeled as hate and hate free along with their corresponding 

distribution of sentiment polarity.  

 

Figure 4.9 screenshot of the pre procced dataset along with their label 
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Table 4.1 the sentiment analysis comparison of both hate and non-hate class 

Sentiment 

polarity  

Hate free   Hate Total 

Neutral  4419      12.5% 4814 10.72% 9233 11.5% 

Positive  22998       65.5% 7655 17.05% 30,653 38.32% 

negative 7692       21.9% 32413 72.21% 40,105  50.13% 

Total  35109 44882 79,991 

 

Table 4.1 shows the sentiment analysis comparison of both hate and hate-free class 

datasets. There are 35109 comments in the datasets that have been annotated by human 

annotators as hate-free class. Sentiment analysis of the Hate-free class dataset reveals that 

65.5% have positive polarity, 12.5% have neutral polarity, and 21.9% have negative 

polarity. Positive polarity is found in most datasets, but negative and neutral polarity are 

uncommon. 

The 44882 comments in the datasets that have been annotated by human annotators and 

classified as a hateful speech. And the Sentiment analysis of the Hateful class dataset 

reveals that 72.21% of the hate dataset have negative polarity, 10.72% have neutral 

polarity, and 17.05% have positive polarity. Neutral polarity is uncommon and most of the 

sample is classified as having negative polarity 

The hate speech detection model uses 44,882 hate datasets in total. The sentiment analysis 

shows that 32413 comments are negative polarity, 4814 comments are neutral polarity, and 

7655 comments are positive polarity from the hated class. While the total hate free dataset 

used for the hate speech detection model is 35109 dataset and the sentiment analysis shows 

the hate free class dataset as 22998 comments are positive polarity, 4419 comments are 

neutral polarity, and 7692 comments are negative polarity.  
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Table 4.1 show the relationship and correlation between sentiment analysis and hate speech 

for the Amharic language (RQ2). 

 

 

Figure 4.10 the comparison results of hate speech and hate-free datasets along with the sentiment. 

 

The sentiment analysis generally demonstrates that negative polarity is the source of most 

of the hate speech. Positively oriented comments, however, hardly ever lead to hate speech. 

A positive polarity with marginally more data than other polarities contribute for the non-

hate speech (RQ2). 

4.8 Model building 

Two experiments were carried out using the gathered dataset with a total amount of 79,991. 

The first experiment was conducted only with a hate and hate-free labeled dataset. The 

second experiment uses the dataset containing hate and hate-free speech labels along with 
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their sentiment polarity. Python programing language were used on Google collab. The 

experiment was also conducted using the deep learning models CNN and GRU.  

 

Table 4.2: GRU hyperparameters along with their values 

Hyperparameter Value 

Batch Size 128 

Epochs 5 

Dense Layer (Activation) Sigmoid 

 

Table 4.3: CNN hyperparameters along with their values 

Hyperparamet

er 

Epoch

s 

Dense 

Layer 

(Units

) 

Dense 

Layer 

(Activatio

n) 

Dense 

Layer 

(Output 

Activatio

n) 

Loss Function 
Optimize

r 

Value 9 64 'relu' 'sigmoid' 
'binary_crossentrop

y' 
'adam' 
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Deep learning model performance without consideration of sentiment analysis 

Result for GRU (Gate Recurrent Unit) 

 

 

Figure 4.11: GRU categorization report 

 

Evaluation metrics demonstrate how well the GRU model performs in two categories: 

"Non-hate" and "Hate." 89% of forecasts classified as "Hate" are accurate, whilst 90% of 

predictions labeled as "Non-hate" are accurate for Precision. The algorithm accurately 

detects 92% of real "Hate" samples and 86% of real "Non-hate" samples in terms of recall. 

 

Figure 4.12 GRU model confusion matrix 
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Result for CNN 

With a comparatively low rate of false positives and a greater capacity to detect real 

positives, this implies that the model is more successful at identifying "Hate" content.  

 

 

 

Figure 4.16 : matrix of confusion for the CNN model 

 

 

 

Figure 4.15: categorization report for the CNN model 
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Deep learning model performance with consideration of sentiment analysis 

Sentiment information whether positive, negative, or neutral is added as an extra input 

feature. Since some sentiments (such "negative") may be more strongly correlated with 

hate speech, adding sentiment to the model could help it better differentiate between hateful 

and non-hateful content. 

  

Result for GRU (Gate Recurrent Unit) considering the sentiment 

Prior to final classification, the GRU-based text embeddings are concatenated with the 

sentiment input. Sentiment is an additional feature that enhances the GRU layer's text-

based representation. 

 

 

Figure 4.19: classification report of GRU 

 

The above result indicates that it is 74% accurate in predicting a comment to be non-hate. 

The Non-Hate class's recall, on the other hand, is 0.66, implying that while the model 

accurately detects 66% of all genuine non-hate remarks, it does miss some of them. The 

model correctly detects a significant percentage (82%) of real hate comments while 

significantly reducing false positives (only 25% of the projected hate comments are wrong)  
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Figure 4.20: matrix of confusion for the GRU model 

 

 

Result for CNN considering the sentiment 

 

 

Figure 4.21: classification report regarding the CNN model 
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For the Non-Hate class, the model gets a Precision of 0.68, implying that when it predicts 

a comment as "Non-Hate," 68% of the time it is true. The algorithm correctly detects 79% 

of the real "Non-Hate" remarks, according to the comparatively high recall of 0.79. This 

implies that the model is typically good at recognizing non-hate comments, even when it 

occasionally misclassifies hate speech as non  -hate (lower precision).  

when the model predicts a comment as "Hate," 81% of the time it is correct. This is a high 

precision, meaning the model is cautious and confident when predicting hate speech. 

However, the Recall for the hate class is lower at 0.71, meaning the model only identifies 

71% of the actual hate speech in the dataset. While it is relatively good at identifying hate 

speech, it misses about 29% of the hate comments, which affects the recall.  

 

 

 

Figure 4.22: CNN model's confusion matrix 
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Actual and anticipated hate and hate-free comment values are represented by the confusion 

matrices. Considering sentiment as a feature in the dataset did impact the accuracy of the 

hate speech detection models. The GRU model, which initially achieved an accuracy of 

90% without sentiment analysis, saw a drop in accuracy to 75% when sentiment features 

were included. However, the CNN model performed better with sentiment features, 

achieving 74%accuracy. This shows that sentiment analysis has a significant impact on 

improving the CNN model's performance but reduces the GRU model's ability to detect 

hate speech accurately. This highlights that the effectiveness of sentiment analysis varies 

across models, and should be considered carefully. (RQ5) 

Since the consideration of sentiment of the dataset shows a model improvement on the 

CNN model, Here’s the comparison of the result between the two CNN models  
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Table 4.4 CNN model comparison 

 

 

Metric 

CNN model 

trained with 

out 

sentiment 

consideration 

CNN model 

trained with 

sentiment 

consideration 

Conclusion 

Non-hate 

Precision 
0.68 0.68 

Precision is the same in both results. The model 

equally identifies "Non-hate" examples correctly. 

Non-hate 

Recall 
0.67 0.79 

Recall improved significantly, meaning better 

identification of actual "Non-hate" cases. 

Non-hate F1-

score 
0.68 0.73 

F1-score increased due to improved recall, 

reflecting better overall performance for "Non-

hate." 

Hate 

Precision 
0.74 0.81 

Precision improved, meaning fewer false 

positives in predicting the "Hate" class. 

Hate Recall 0.76 0.71 
Recall decreased, meaning the model now misses 

more "Hate" cases (higher false negatives). 

Hate F1-score 0.75 0.76 
F1-score slightly improved due to better 

precision, despite the drop in recall. 

Overall 

Accuracy 
0.72 0.74 

Overall accuracy improved, reflecting better 

balanced performance across both classes. 
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While the recall for the "Hate" class is marginally compromised, the CNN model that 

consider sentiment of the dataset, shows a superior balance. Overall accuracy improved 

from 0.72 to 0.74, indicating the model as a whole performed better in compared to the one 

that does not take sentiment is to consideration. 

GRU outperforms CNN in both experimental setups. Without sentiment analysis, GRU 

achieves 90% accuracy, while CNN achieves 72%. With sentiment analysis, CNN 

slightly improves (74%) while GRU’s accuracy drops to 75%, indicating sentiment's 

effect on detection. (RQ3) 

The proposed approach identifies hate speech in Amharic social media with a high degree 

of accuracy, as demonstrated by the GRU model, which achieved an accuracy of 90% in 

detecting hate speech on human-annotated datasets. The inclusion of sentiment analysis 

had a negative impact on the GRU model’s accuracy, reducing it to 75%, but the model 

still remained effective in detecting hate speech. Therefore, the proposed approach can 

identify hate speech in Amharic on social media with a significant degree of accuracy, 

though sentiment features can sometimes reduce the model's effectiveness. (RQ4) 

 

    4.9 Error Analysis of the Experiment 

The following factors contribute to our suggested model's misclassification issue with posts 

and comments.  There is ambiguity in correctly labeling the dataset; even after a brief 

explanation of the annotation guidelines, some annotators interpret certain sentences 

differently.  Some of the written comments in the gathered dataset are misspelled. 
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4.10 Comparison with related works 

The accuracy, feature extraction, and algorithm utilized in a related hate speech detection 

model were compared.  

Table 4.5: Performance comparison of related works 

Ref Used Model(s) 
Feature 

Extraction 
Result 

   [27] Naive Bayes, Random Forest 
TF-IDF, 

Word2Vec 
79.83% 

[23] CNN and LSTM hybrid Word2Vec 66.56% 

[26] RF, LR, DT, LSVC, MNB, SVC 
N-gram, TF-

IDF 

LSVC (F1-

score: 64%) 

[17] 

SVM, NB, RF  

 

N-gram, TF-

IDF 

 

NB 

(Accuracy: 

79%) 
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                                  CHAPTER FIVE  

   CONCLUSION, RECOMMENDATION AND FUTURE WORK 

5.1 Overview  

The topics covered in this chapter include fundamental implementation procedure as well 

as a summary of the analysis and findings in building the Amharic hate speech detection 

model. Followed by contribution, recommendation and future works for Amharic hate 

speech detection model. 

5.2 Conclusion  

With the speed at which technology is developing, using social media platforms has 

become common habit. These platforms allow users to express their feelings through 

posting, sharing, commenting, and replying, which makes it crucial to keep an eye out for 

hate speech and create measures to monitor it from spreading. This study created a hate 

speech detection model by taking into account the sentiment of each Amharic dataset that 

was gathered. 

A total of 79,991 dataset have been used which were represented in an excel format. These 

collected datasets were extracted from a total of 160k comments and posts which are found 

on different kinds of personal and public Channels of TikTok, you tube and Facebook. 

The annex section provides a detailed description of the new annotation guidelines that 

were created based on the dataset that was gathered. The annotation process of the hate 

speech dataset has a number of challenges, including word interpretation and contextual 

meaning, as well as time consumption.  

Important pre-processing procedures were then carried out in accordance with the 

language's requirements to clean the corpus. Additionally, pretrained word embedding 

were implemented for to extract features. In the development of the system GRU and CNN 

were used. The datasets used for this thesis have been allocated into training dataset and 

testing datasets, which each contains 80% and 20% of the content, respectively.  
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The experiments were performed in two ways. The first experiment was performed using 

human-annotated datasets that were hateful and hate-free. A dataset with human 

annotations of hate and hate-free data along with their respective sentiments. The hate and 

hate free label were annotated by new annotation guideline that is presented in detail in the 

annex section. Whereas each dataset's sentiment analysis was examined utilizing an already 

existing sentiment analysis annotation guideline. 

There are 35109 comments in the datasets that have been annotated by human annotators 

as hate-free class. Sentiment analysis of the Hate-free class dataset reveals that 65.5% have 

positive polarity, 12.5% have neutral polarity, and 21.9% have negative polarity. Positive 

polarity is found in most datasets, but negative and neutral polarity are uncommon. 

The 44882 comments in the datasets that have been annotated by human annotators and 

classified as a hateful comment. And the Sentiment analysis of the Hateful class dataset 

reveals that 72.21% of the hate dataset have negative polarity, 10.72% have neutral 

polarity, and 17.05% have positive polarity. Neutral polarity is uncommon and most of the 

sample is classified as having negative polarity. 

From the first experiment, the GRU model scored and 0.90, 0.895, 0.895, and 0.89 While 

CNN model scored, and 0.72 , 0.715 ,0.71 and  0.715,  and in accuracy, F1-score, precision, 

and recall, respectively with only human-annotated hate speech datasets. This implies GRU 

outperform in every evaluation parameter. The second experiment was done using 

annotated dataset along with their respective sentiment. And GRU model scored and 0.75 

, 0.74, 0.745 and 0.745  and While the CNN scored, and 0.74, 0.75, 0.745,  and 0.745  in 

accuracy, recall,  F1-score and precision respectively 

Although, the second experiment's outcomes shows that sentiment analysis has an impact 

on the performance of GRU, reducing its accuracy from 90% to 75%, CNN model 

achieved better performance under sentiment analysis. The CNN model that takes into 

account the sentiment of the dataset performs better, overall, in terms of recall for the 

Hate class and precision for the non-hate class, which results in higher F1-scores for both 

categories, when compared to the one without sentiment consideration 



66 
 

Although both models do rather well, the CNN model trained with sentiment consideration 

performs better at distinguishing occurrences of hate and non-hate. 

 

5.3 Contribution  

  A new dataset that includes the sentiment polarity associated with hatred and free 

hate labels.  

  Due to TikTok’s growing popularity, the majority of the data was gathered from 

its interns, that supply a range of hate speech content and a recent dataset.  

 A new set of annotation requirements for datasets containing hate speech  

  The dataset's sentiment polarity class assigns labels of negative, neutral, and 

positive polarity, while the hate class assigns labels of hate and non-hate. 

  The relationship between sentiment analysis and hate speech in Amharic were 

presented. 

 Assists in reducing the dissemination of divisive and hateful content on news 

websites, social media, and other online forums.  

 Enhances the tranquility and inclusivity of the digital environment by detecting 

and restricting offensive content that may provoke violence or prejudice. 

 

5.4 Recommendation and future work 

   It is advised to apply technical annotation techniques to enhance dataset quality, 

prevent bias, and reduce time consumed for annotating. 

 In order to improve accuracy and further the research, certain ethics and religions 

be identified in order to determine who is more exposed. 

 Future studies can incorporate Amharic language character that impact hate 

speech detection models, such as metaphorical discourse and sarcasm. 
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Annexes 

Annex A: Dataset Annotation Guideline 

 

The guidelines for labeling the post or the comments as hate speech are as follows: 

The annotator’s task is to label the sentence as a hate and hate free. The annotators are staff 

members of Ethio Telecom's Digital Customer Care Division, with experience in assigning 

sentiment to customer comments on the company's posts as part of their job. They are also 

proficient in the Amharic language. 

 

List of the key queries to be considered before labeling 

 

1.Are the commenters use words to call a person, group member a liars, cheaters or other 

terms to provoke a reaction 

 2.Does the text equate a certain group or individual to culturally despised non-human 

entities, such as germs or dirt? 

 3.Does the statement characterize a person or groups of people in extremely negative 

ways, by comparing them with a type of animals that are culturally perceived as inferior? 

  4.Does the sentence refer person or a group as a Certain Inanimate Objects and Non-

Human States? 

5.Does the text Mock people on the basis of their Characteristics? 

6.Does the sentence use harsh words leads to divisions in society  

 7.Do the statements promote malicious stereotypes against a group? 

  8.Does the sentence use words that undermines or causes psychological harm to its 

victims 

 9.Does the sentence consist of statements that attack or insult a person or group? 

10. Does the sentence contain language that disparages someone based on who they are? 
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11. Are the comments makes any allusions to the purported superiority or inferiority of 

particular target groups.  

12.Does the sentence influence a person's various traits and inspires viewers to act or break 

the law.  

13. Does the sentence include stereotypes, which are oversimplified beliefs about a certain 

subject 

14. Does the sentence criticize or accuses someone based on the target groups they belong 

to  

15. Does the sentence phrase is intended towards persons that have similar culture and way 

of life 

16. Does the sentence use violent language in its communications.  

17. Does the sentence links to and endorses other hostile information, hateful tweets, and 

organizations.  

18 Does the sentence   it expresses violent messages.  

19. Does the sentence aim to suppress a minority or other race or religion.  

20. Does the sentence   criticize a minority without providing a solid justification 

 

Since Amharic understanding level is different among the annotators, some comments that 

are ambiguous to be annotated as a hate and non-hate, were labeled by discussion among 

the annotators.  

The guidelines for labeling the post or the comments as non-hate speech are as follows: 

●If a post or remark does not contain hate speech or harsh language  

● If a post or comment is made by the government or a duly authorized government agency 

with the aim of promoting and enlightening the public.  

●Facts and typical viewpoints fall under the scope of normal communication. 
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Annex B: Portion of the acquired dataset 
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Annex C: Portion of the acquired dataset during preprocessing 
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Annex D: sample of the collected dataset after tokenization  
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Annex E: sample of the labeled and tokenized dataset 
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Annex F: sample of python codes 
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