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Abstract

Natural Language Processing can be applied in different areas. From these areas, Machine
Translation is the one and its concern is to translate one natural language in the form of text or
speech into another language. Human translation has positive sides as far as language translation
concerned but it has also its own limitations like slowness when translating than machines,
correctness and precision of the texts or speech that are being translated, it has some delays in the
Process of translation and it is time and cost consuming. To overcome the problem, many studies
have been conducted. Our study, Ge’ez to Amharic machine translation using a hybrid approach,
is one of these. Hybrid in this case means using the best features of statistical and rule-based
machine translation approaches. Even though Ge’ez and Ambharic are the Semitic language
family, they have a structural difference in sentence construction. To rectify this issue, in this
study we proposed a reordering approach in syntax to make the source language to have a similar
sentence structure with the target language. During our research, the source and target languages
are Ge’ez and Amharic respectively. There is no prior study conducted on this specific title as
the researcher knowledge concerned. We start our study by collecting data from different
resources. Unfortunately, our data is only from spiritual books since nowadays Ge’ez language is
limited in EOTC literatures. After collecting the data and passing through the preprocessing step,
we classified it into two data sets of training and testing. Reordering rules are drafted and applied
on the data before classifying. Since our developed machine translation system is unidirectional
and the target language is Amharic, we built our language model on it. Translation model which
works on probability to generate a target language sentence from a given source language
sentence also built and decoder is used to search the best sequence of translation probability.
Finally, we conducted four experiments with two different approaches and evaluate the results
obtained accordingly. The first and second experiments are performed by the statistical approach
by changing the percent of training and testing data then we get a BLEU score of 7.36% and
7.15%. The third and fourth experiments are carried out by hybrid approach in a similar fashion
and we get a BLEU score result of 18.62% and 17.38%. Thus, from these we conclude that using
a hybrid approach by combining statistical with rule-based machine translation approaches

provides a better result for machine translation from Ge’ez to Amharic language.

Keywords: Statistical Machine Translation, Hybrid Machine Translation, Reordering rule
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Chapter One

Introduction

1.1. Background

In our day-to-day interactions, we use means of communication [1]. Language is one of the
representatives from a different, collective ways of those communications. Human beings have a
symbolic mind that is capable of language and not shared by other species. This language knows
as human language. As the technology shown a progress, there comes a need to teach computers
the human language. The field, Natural Language Processing (NLP) that is the subfield of

Artificial Intelligence (Machine Learning) is responsible for this task.

Natural language processing is a theory-motivated range of computation techniques for the
automatic analysis and representation of human language [2]. In the natural flow of the NLP, the
focus starts from one problem, and heading to another problem. This is because solving the first
problem depends on solving the second problem but sometimes the second problem is easy to
trace than the first problem, or the second problem got more market interest than the first
problem. Since 1950s, there are remarkable progresses in NLP on how to do it and in doing it
[3]. NLP applied in different application areas these includes Optical Character Resolution
(OCR), Word Sense Disambiguation (WSD), Machine Translation (MT), Text-proofing and
Part-of-speech tagging (POS).

One of the applications of NLP, Machine Translation (MT), is a branch of computational
linguistics that investigates the use of computers in translating text or speech from one natural
language (source language) into another (target language) [4]. At first, a MT system analyzes the
input text and creates and internal representation to it. Then, the representation manipulated and
transferred to a form suitable for the target language. Finally, the output generated in the target
language. There are different approaches available for machine translation namely, statistical,
rule-based, example based and hybrid machine translation. In this study, we use hybrid MT
approach (statistical and rule-based). Statistical MT uses a probability method to give a best
translation while rule-based works by linking the structure of the given input sentence with the
structure of demanded output sentence. Hybrid uses the good features of both approaches.



In Ethiopia, there are more than 80 different languages spoken by different ethnic groups. The
languages are from different language families. One of the families, Semitic language, contains
many Ethiopian and out of Ethiopian languages. From those Ethiopian languages, Ge’ez and
Ambharic mentioned. Ge’ez was widely spoken in Ethiopia and Eritrea until the 10" to 121
centuries and it uses Ge’ez (Ethiopic) script for its writing system. Nowadays the language has
limited number of users around churches and monasteries but there are many literature and
spiritual books written on the language and its script (Ethiopic) is widely used in the languages:
Tigré (spoken in Eritrea), Amharic and Tigrinya. The script called ‘fidel (£.€4)’, which is to
mean ‘alphabet’ [5].

Ge’ez is preferred because as mentioned above there are many useful knowledges that needs to
transfer through generations in order to know and exploit well the wisdoms in those books.
Ambharic language currently is a widely used federal language of Ethiopia and the mother tongue
language for many people in the country [6]. Developing a system that translates Ge’ez
words/phrases into Amharic used as a bridge for knowledge transfer and conducting a further
research. This study uses a hybrid translation approach with some guiding rules to govern the

translation from Ge’ez to Amharic language.

1.2. Statement of the Problem

Machine translation is one of the most widely used and developed application of NLP. There
have been many studies conducted regarding with machine translation for different foreign
languages. As English is the worlds’ most spoken language, it is easy to expect that most of the
studies to be circled around this language. There are many published papers for the machine
translation of other resourced languages in pairing with the English language [7, 8, 9]. Although
there are also different studies for machine translation in our country by taking the English
language and one from the local spoken languages like [10, 11, 12, 13], it is not as plenty as

required since we have over 80 different languages.

Similarly, there is a lack of enough studies on machine translation system between different
languages spoken in Ethiopia. However, there were some efforts to fill this gap [14, 15, 16]. As a
multi Nations & Nationalities country, we need to have some automated language translation
system. The system helps in knowing one nation’s culture, thoughts, beliefs, democracy practices
(as in Geda system), social and cultural heritages and facilitates each other’s relationship. The

last but not the least thing developing this kind of system gives is in creating the concept of
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nationalism, making citizens to stand for their countries sovereignty, since language plays a

major role in uniting or separating peoples in a country.

As we speak of Ethiopia, we do not skip mentioning its ancient civilization specially the
language that was used (both the spoken and the one used for writing for different purposes).
Ge’ez was once the most widely used language in Ethiopia. The people at that time used it as
their main language and they wrote many books (religious and others) [5]. Unfortunately, its
speakers become limited in number at this time and many of these speakers used it for religious
purpose. The good thing is still there is a chance to know about the language because we do have
many literatures written on it that are located at Ethiopian Orthodox Churches, heritage
preservation authorities in Ethiopia and in other countries. In addition, different local and foreign
universities opened a department to teach the Ge’ez language and give a course for the students

who enrolled for it. The interesting thing is most of the universities are out of Ethiopia.

Besides this, there is a gap in teaching the language using a computer system since the Ge’ez
translation mostly done manually that in turn have a problem of time consumption, lack of
accuracy and conciseness, lack of knowledge of the topic and depends on linguistics knowledge
of the translator. Developing a machine translation system will rectify the problem in some way
since it opens the door to know more about the Ge’ez language. Many literatures written in
Ge’ez languages that are helpful to know on what we are standing as history writes the language

to be part of us and to move forward to develop our country in various aspects.

Ambharic language is selected because as mentioned, it is a widely used federal language of
Ethiopia and it is the mother tongue language for many people in the country [6]. The study uses
a hybrid machine translation system that is a combination of statistical and rule-based because
statistical uses a probability method that concentrates on alignment of words and rule-based uses
some guiding rules for efficient translation. Therefore, using these best features of the two
approaches, we build an efficient translation system [4]. There are prior studies on Ge’ez to
Amharic language, but their developed system efficiency is less that is why we are aiming to
develop a system which provide a better result. Due to a difference in sentence structure of Ge’ez
and Ambharic languages, there is a guiding rule to keep track of the translation. As the researcher
knowledge concerned, there is no prior study conducted on this specific title.



So, our study aims to answer the following research questions:

> Does the hybrid machine translation approach give a better result when combining the
statistical and rule-based machine translation approaches?
» How much the hybrid machine translation approach improves the system performance as

compared with previous studies?

1.3. Objective
1.3.1.General Objective

The general objective of this study is to design and develop Ge’ez to Amharic machine

translation system using a hybrid approach.

1.3.2.Specific Objectives

The specific objectives of this research are:

To review related literature and state of the art in machine translation,
To identify both languages linguistic behavior,

To find out the syntactic relationship between the two languages,

To collect and prepared parallel corpus,

To design the general architecture of the system,

To conduct an experiment and examine the result,

To evaluate the performance of the translation model,

To report the finding between Ge’ez and Ambharic languages translation and

YV V.V V V V V VYV VY

To show the importance of hybrid machine translation approach over a single machine
translation approach

1.4. Methodology

On this study, we used the quantitative experimental research methodology. It’s suitable to find
impermanent relationships and let the researchers to investigate the possible cause-effect
relationship by manipulating independent variables to influence the dependent variables. In this
section we discuss the methodologies we used for setting up the experiment in detail.

1.4.1.Literature Review
To conduct this research, published papers, books, articles and other related sources that counted
as secondary data used in this study. The aim of using these literature review and related articles



is to have a better knowledge of the problem area and to show the gap and the importance of the
study. Furthermore, different machine translation systems for different languages using different

approaches and the linguistic behaviors of Ge’ez and Amharic discussed.

1.4.2.Data Collection

Ge’ez-Amharic parallel corpus collected from different sources like the Holy Bible and Wudasie
Mariam and Metsehafe Kidase. In this study, we followed the POS tagging mechanisms by
means of POS tag sets to re-order the Ge’ez words sentence structure since Ge’ez and Amharic
languages have different structure in sentence formation. Since nowadays Ge’ez language is
limited in EOTC literatures we face a data scarcity but with minimum data we can get a better
result because tagging of each word makes the translation smooth. Two sampling techniques,
Convenience and Random sampling, are used. Convenience sampling is one of the types of non-
probability sampling where the sample taken from a group of people in which there is no pre-
defined rule that govern who to select and it just needs the willingness of the selected people. We
applied the convenience sampling in preparing the training and test data sets for experiment.
Random sampling on the other hand is a type of probability sampling where all the participants
of the sampling have an equally likely opportunity to select with random selection. We used this

sampling in collecting the overall data.

1.4.3.Tools and Techniques

The following tools are used for developing this Machine Translation system:

» SRILM toolkit, for language modelling since it consists ready-made set of tools for state-
of-the-art for language modelling

» MGIZA, for translation model and word alignment tool. It’s powerful tool and best suited
for multi-core machines

» Moses, a statistical machine translation system that takes the language and the translation
model for translation from one language into other.

» Python programming language

» Ubuntu from version 16 and above

» BLEU (Bilingual Evaluation Understudy) score, to evaluate the MT system. It achieves a
high correlation with reference translation

> Notepad, to organize the collected corpus in an easy way

» Microsoft office 2016, for the documentation of the study

5



1.4.4.Experiment and Evaluation

To make sure that the proposed system meets its design goals, we conduct four different
experiments for the two machine translation approaches. Two experiments for statistical machine
translation and two for hybrid machine translation approach by making the training and testing
data sets 90, 80 and 10, 20 percent respectively. The minimum numbers indicate the percent of
the testing data and the maximum ones represent the percent of the training data from the overall
collected data. There are two techniques to evaluate a system: Manual (by some person) and
Automatic. However, manual system is time consuming. Due to this, the system developed after
the accomplishment of this study uses automatic evaluation using BLEU score mechanism.

1.5. Scope and Limitations of the Study

The system, machine translation from Ge’ez to Ambharic using hybrid approach, is designed to
give a translation from Ge’ez to Amharic language at word, phrase or sentence level based on
user’s choice and it only accepts inputs which are on a written format i.e. speech translation is
not included in this study. The other point is this study is a unidirectional not a bidirectional
means that it supports only translations from Ge’ez to Amharic; we do not include translations
from Amharic to Ge’ez. The reordering rules are drafted by studying the sentence structure of the
language, so these rules include most of the Ge’ez sentence structure. The system uses a hybrid
approach and our experiments are based on first the statistical machine translation approach and
second on the hybrid approach (statistical and rule-based). The lack of enough bilingual parallel
corpora for the study, use of only spiritual books like bible since now Ge’ez language is limited
in the literatures of EOTC and absence of publicly available Ge’ez part-of-speech tagger is the
main challenge throughout the process this study.

1.6. Significance of the Study

The study helps to translate words, phrases and sentences written on Ge’ez language into its
relative of the Semitic language family, Amharic. It also gives a way for those who have an
enthusiasm on Ge’ez language and encourages others who do not have any opportunity or
interest to know the language well and to read and write whatever they like. It can serve as an
alternative learning-teaching tool for universities, research academies, and other related
institutions. Anyone who want to read and make a research on ancient documents and ancient

Ethiopian Orthodox Church and Ethiopian history will get enough support from this study.



Interested people can use the translation system after post editing it. Finally, it is helpful for other

following research on Ge’ez language or related.

1.7. Beneficiary of the Research

Universities, research academies and other related institutions may benefit from this research
since it gives a basic knowledge of the language. The study has also great impact for Ethiopian
Orthodox Church in a way of addressing followers of the religion since many people does not
understand the Ge’ez language very well. Overall, anyone who is keen to know the language gets

a better support from the study.

1.8. Organization of the Thesis

This research study has six different chapters. The first chapter gives an overview of Ge’ez and
Amharic languages, states the problem, discusses the specific and general objectives,
methodology, scope and limitations, significance and beneficiary of the study. Chapter two
discusses reviews of literatures which includes Amharic and Ge’ez languages. In addition to
these, the details of rule-based, statistical and hybrid approaches of machine translation are
discussed. The third chapter mainly discuss about the related works regarding to NLP
specifically machine translation. The fourth chapter gives a detail information on the architecture
of the proposed system for Ge’ez to Amharic language machine translation system using a
hybrid approach. The fifth chapter mainly deals with preparation data, preprocessing and

experiments. Finally, chapter six provides conclusion and future works.



Chapter Two

Literature Review

2.1 Overview

In this chapter, we go through the detail information of the two languages from different
literatures point of view. Primarily, section 2.2 discuss about the language Ge’ez and Ambharic.
Then section 2.3 discuss about the linguistics relationships between Ge’ez and Amharic language
taking the writing system and syntax. Different machine translation approaches have their

portion on this discussion.

2.2 Ge’ez and Amharic languages

Ge’ez is an ancient south Semitic language of Ethiopia and Eritrea in the horn of Africa and
becomes Aksum’s civilization kingdom official language [17]. Ge’ez is still the liturgical
language of EOTC since the early 4™ century, Ethiopian Catholic Church and Beta Israel Jewish
community of Ethiopia. Despite its’ speakers becomes less in number around 13" century, it
maintains as the primary written language of Ethiopia up to 20" century. Religious and secular
writings are included in the literature list of Ge’ez language [18]. As [17] describes Amharic is
the second most spoken Semitic language in the world after Arabic language and the second
largest language in Ethiopia after Affan Oromo. Currently Ge’ez has no native speakers, but
Ambharic language is the official working language of the government of Ethiopia and it has
above 30 million native and non-native speakers. Since 14™ century, manuscripts for this
language prepared and after 19" century, it becomes the general medium of literatures,

journalism, education, and communication.

In Ge’ez script, a character represents a consonant and a vowel combination this makes the
language alpha syllabary script or “Abugida” [15, 16, 18]. In Abugida a character represents one
sound either it’s consonant or vowel. Ambharic inherits its alphabet scripts from Ge’ez and uses
an alpha syllabary writing system in which a single symbol is formed with a combination of
consonant and vowel. This makes a person read and write Ge’ez and Ambharic easily after
knowing the alphabets. There are 26 and 34 basic alphabets (‘Fidel’ in Amharic) in Ge’ez and
Ambharic script. Each of the basic alphabets have seven forms created by combining the basic

letters with vowels this produces 182 and 238 unique characters respectively and there are other



additional forms that are derived from the basic alphabets like & ++ ¢+ £ £ which is derived from
¢, e b e 'y B from h, 7t " = A 7 from -1 and e = = 2 2 from 2.

Both the languages, Ge’ez and Amharic have complex morphology. If we take the word
formation as instance, it has different formations including prefixation, infixation, suffixation,
and reduplication. Conjunctions, Prepositions, Article, Pronominal affixes, Negation markers are
bound morphemes that attached to the content words that produces complex words consisting of
several morphemes [15, 18]. The other characteristic of morphologically complex languages is
they show the correspondence between the syntactic part of a sentence like nouns, verbs, person,
number, gender, fine and place this impacts the complexity of word generation. In addition, they
follow different syntactic structure. Amharic usually uses the Subject-Object-Verb (SOV) form
while Ge’ez has a free order of sentence structure but usually falls on SVO, VSO and SOV [16].

2.3 Linguistic Relationships of Ge’ez and Amharic

2.3.1 Writing systems

Writing is a way to represent a specific language in a visual or more understandable form.
Symbols used to represent the sounds of speech and punctuations and numerals. Based on
studies, there are six different types of writing systems [19, 20]. These alphabets are (English,
Russian, and Greek), Abjads (Arabic, Hebrew), Abugidas or alpha syllabaries (Devanagari, Thai,
Ge’ez, Ambharic), Featural alphabets (Hangul), syllabaries (Japanese, Cherokee), and
Logographic (like Chinese). From these, an Abjad or Abugida used for Ge’ez language. Until
330 A.D, The Abjad, which have 26 consonantal letters, were used and vowels were not
indicated [21]. Abugida developed by the influence of Christian scripture by adding a must
vocalic diacritic to the consonantal letters. The vowels, e, a, i, 0, u, diacritics were combined
with the consonants in a recognizable and slightly irregular way [22]. Before an Egyptian born
and the first patriarch of Ethiopian Orthodox Tewahedo Church Aba Fremnatos change the
writing system from left to right, Ge’ez like Arabic was written from right to left [23]. The
Ambaric language also uses this form for its writing system. Ge’ez has two, the previous and the
current, alphabet arrangements. The previous alphabet arrangement uses the An1.4 format and the
current alphabet arrangement uses the vu- format [23, 24]. They use almost the same alphabetic

arrangement but there is a slight difference on some alphabets or fidel.



Table 2. 1: Previous and current alphabet arrangement of Ge’ez language

A1 ehf™h

]
=
=

At | A

S R B R R R E R EIR R EIEIEE EIEIE:

Al a2 || w9 ¥ | ) 2| 7| |2 | | F|F| 0|5 || »|2|7[T
HP&P“#HFFPJHJPFF?ﬁ??ﬂﬁ##??i
HF&?F&#FFJEFJ?F??#}FﬁﬁFﬂF?E
ﬂhmﬂwadhwznasww4+n+ﬂnEii::ﬁ
A #2333 4| 0| = 7| 2| 0| |7 | +| | 2| #| 2|5 | 33|25 |%
Hhﬂ???ﬁ#ﬁ#ﬂﬁ??#ﬂ&?&?hﬁﬂ}?mi
qunﬁaumwxﬁi:rﬂu%:w&hij}}ﬁa
o || o | 30| 1 3 |0 | 00| P | P | o | || | o o) | | B | oE | | 3|7 0E

dﬂbH#aammdb$5r44+ﬂ¢&nta}b=§
| e[ 0| v0] 3 [ | 7| 2| | 6| || | | ] | | 2| | 0| | 7|5 |2

|ﬂ| |ﬁ| ] |i|;| H |§| 1 =) () () ) |a|hq| [ 15 1= [vema i3 o o ficen i 1= fumi e

L 1 R IEE LA T B Y o T T T S 5 R T R S Y T S R T
| 2 S el | e 2| | | | | R | o | | | B[ | B | M| | ) 2
M| v | | O | | w0 ) F | ) | R T TR B A =85 R 2

ENENENEIEEZRE == EE R R E R E it et o e [t o o

Table 2. 2: Derived Ge’ez letters

e (alalE{aElalele[®R|=o[d]L|a]m (L8 [P]&]T

As described in the above table, Ge’ez language has 182 (7*26) basic letters with the previous

and current alphabet arrangement. The other table shows the derived Ge’ez letters from the

original ones.

Excluding of some alphabets, Amharic has the same alphabetic arrangement with the Ge’ez
language. These excluded alphabets as presented on table are 8 in number which makes a total
(7*26) + (7*8) = 182+56 = 238 alphabets on Amharic language alphabets. In addition, Amharic

language has a derived alphabets table.
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Table 2. 3: Added letters or fidels of Amharic language

“T0H falag e L1 A ekl o] A
& [ " T A T [i] i
£ T E T F = + F
i 5 T T = = 3 F
B ] T T h T T T
E w = " o " i ™
E £ Z E E i 3 E
z e = =y =L e e o
= n ~ n " " b e

Table 2. 4: Derived Amharic letters

(a [= [&8 [% Jx [5 [=& [3 |

To summarize, Amharic language uses the same alphabetic order with Ge’ez language but what
makes the difference is the added alphabets and the derived letters from the two languages.

Those letters are distinct and may found on each other of the languages.

2.3.2 Syntax

Most of the time Amharic uses the Subject-Object-Verb (SOV) word order. However, in some
cases the order may become Object-Subject-Verb (OSV) since Amharic mixes the Semitic and
Cushitic languages word structure [22]. On the other hand, the syntax of Ge’ez is a free order
and mostly lies on SVO, VSO and OVS.

For instance, we can get the Amharic sentence “A9MLANdC 171275 9°£C7 &M< equivalents in
Ge’ez in those three different forms. In SVO, the sentence has this form “a°iLa0hC émé A7
@922, in VSO “dmdé hMANhC 1712 @9°L:4”, and in OVS “091¢ @9°L( 4mdé. hHANMAC”. IN
the sentence, “A9M.ANAC” is the subject of Amharic sentence that matches with “A°lH.A(AC” in
Ge’ez also; “09727G 9°&C7” is the object in the Amharic sentence that is equivalent with “07?
o°L¢” in Ge’ez and “4md (AAF £9Li00)” is the verb of the Amharic sentence which is
equivalent with “4md (m0$ £92.10-0)” in Ge’ez [23].

2.3.3 Numerals

Ge’ez has its own numeral system to be used for different linguistics purposes that are involving
numbers. Unlike, Arabic numeral system (0-9) that is followed by Amharic, Ge’ez has a bit more
representation for some numbers. For instance the numbers 10, 20, 30, 40, 50, 60, 70, 80, 90,

100, and 1000 has their own symbolic representations without combining numbers in the range

representation for ‘0’ but in writing, it can be expressed as ‘Al t0 mean 9°79°/H¢ [21, 23, 24].
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Table 2. 5: Ge’ez and Amharic numerals

- z g E z z 5 z ES 5 I
Réum bR hoket | wihd | hoodtE | AhE | A0k | b0t | dorE | AR | hecE
0 1 2 3 ¥ 5 6 7 s |10
= 3 = - = z T 3 T =
20 30 10 50 60 70 | 80 | ®0 | 100 | 1000
ol ey RO Fma [l ans [ i i ™ot hivs
E rFER
T
1000 000 | 100 000 000

2.3.4 Similar Letters

Currently, these letters have a similar sound but with different orthographic shape. However,
they gave a different meaning when applied each of them on words, phrase and sentences. There
are nine Similar Letters (+ern=0£.27 @L9° Phit, &24F) [24].

Table 2. 6: Similar letters (-ta?h.12.97) of Ge’ez

wANt hQ%t hQ%t ha%t
U w A a
ch a 0

Table 2. 7: Similar letters (+eon=a£.27) of Ge’ez with their definition and reason

Letters Their Definition Reasons

v 0O D’ Beginning of the Ge’ez word 704

ch hav4. i’ Beginning of the Ge’ez word haoC

1 D' 7 Used when 57 is written

a Atk ‘0 Used when Ad-t+ is written

w T W’ Used when 71w is written

A ANG@- R Add- is written in it

0 02+ ‘0’ It looks like the shape of an eye and used when 087 is
written

A bk ‘8’ Used when &=t is written

6 0che- ‘0’ It looks like the shape of the sun and used when ohg is
written

12



2.3.5 Word Classes

Words are the center of languages this is to mean that in any language the most recognizable part
is its word. On different languages, there are more than tens of thousands of words, but most
speakers know and use only a relatively small number among them [25]. Words in general,
clauses, phrases and sentences have some guiding rule to follow in order to communicate and get
a maximum understanding to the speaker (writer) of a specific language that is called Grammar
or in Amharic ‘a?a@-. It also includes phonology, morphology, and syntax. There are seven
major parts of speeches in Ge’ez language. Namely, Nouns, Pronouns, Adjectives, Verbs,

Adverbs, Prepositions and Conjunctions [22, 26].
Noun

Noun refers anything that represent a thing, feeling, place, animal, person and idea. There are
two ways to construct a noun:

» Nouns constructed by nature
> Nouns derived from verbs.

Noun constructed by nature includes for example: %é-t (Ad2), £ (hST), hal (A7), AL
(Avg), aoct (mrC). Nouns that are constructed or derived from verbs also used as formal nouns
in clauses, phrases, and sentences.

Verb Noun
hA? (han) AhALS (AA)
ToP (81) TAS (LU

ach (aZh) (eh ((ke-h.)

To make plural noun for Ge’ez sentence these alphabets or fidels used: A% -+ 7t 07 @+: @ A,

While ‘A’ always added on the begging of the word, all the others come at the end of the word.

Table 2. 8: Making of plural nouns for Ge’ez language by adding fidels

Added fidels Original known Inflicted to
A L£AC (té-é) ALNC (HeCT)
P MC (A10.08) AMCTE (AI0DPT)
+ TH” st
7 0oL 0697
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[ 196 o687

[22 @40, O-80LT
A0 (A0 AN (AQFT)

A e XY

Pronouns

Pronouns shortly considered as a substitution to a noun or noun phrase. Without pronouns, it is

mandatory to mention nouns and this in turn makes our speech and writing more cumbersome.

Ge’ez language has 10 pronouns [27, 22] while Amharic has nine pronouns [26]. Pronouns also

used for certain adverbs, adjectives, and other pronouns. Table 7 presents the 10 pronouns of

Ge’ez language.

Table 2. 9: Ge’ez pronouns list

UhH ATICE English AN ATICE English
5 Al Wb [ % A7 WGt You
g Whi Wg' We 7, Onk: Al He
P AT AT T eht: A, She
0 ATt ATE You i @-pfav- X They
& Artav WGt T Ot PN

Ge’ez pronouns used as pronouns, as verb to be and as demonstrative pronouns. They further

divided into pronouns of gender, pronouns of number, personal pronouns and pronouns based on

their task. These can summarize in table 8.

Table 2. 10: Ge’ez pronouns with their respective task

Personal Gender Number Based on their task
First | Second | Third Male | Female | Both | Singular | Plural Near Far Common
person | person | person indicator | indicator
Al KTt Okt Wt nrt Al Al 7ch K7t Okt Al
ch w7t Lut: Wrtav | WY Tch1 | Wt Artav | Wt Lut: 7ch
Wrhov | @-hfav | Oht eht: ATk ATt Rrhav- D-h-pav-
ATt DR | OhPav | ORPT O-hk: O-hfav | A7 (U ig]
eht: (100 o0 i
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As ‘verb to be’, pronouns also expressed as a past tense

Table 2. 11: Ge’ez pronouns as verb to be

InH English hcE
O-hk: Be, is, was LUSATIO-TINC
fht: Be, is, was/will be CFANETFAPSAT
O-Hfav: Are, were TIN5 LT et
O-hP7 Are, were/will be CFO RGNS
wrt Are, were TRFFLAVTINCH
ATk Are, were/will be TATINCH TS LAT
Wrtav: Are, were/will be SR TINGT U A TU-
KTt Are, were/will be CFu-Ti0eTu-
Al Am, was/will be rEINCh AT
ueh' Are, were/will be TEINCTRITCNT

Pronouns as demonstrative pronouns

Table 2. 12: Ge’ez pronouns as demonstrative pronouns

I h7IcE English M ATICT English
HE Wrk 2vi g Hm- This Hh: HANE Owk 01 P PG That
HT W et gt This hFhEE Arhhe T P That
(Feminine) Sht: gtaoq (Feminine)
AN: ATE | ALUT ALU- These Aok heE: | RIHET RIHLS @< Those
@-{-pao- AILS DG
hAT AATET | ALY AL These KT rET AP RILELT K1PD- Those
hiw'y (Feminine) han? (Feminine)
Adjective

A word further describes, define and identify noun or pronoun. While nouns tell us about things
nature, adjectives stand to tell us about their behavior or characteristics like type, color, property,
shape, size [21]. Adjectives can be constructed by changing the verb into a word which his last
alphabet is the third alphabet the arrangement like &mé = 4.M¢é or by changing the verb into a
word which his last alphabet is the sixth alphabet like +9w (+2) = -+t or by adding a ‘o
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alphabet or fidel on the verb like HovZ (Aer011) = avhgPc. Another way of forming an adjective is
by adding the fidels ‘® (&)’ or ‘21’ like 10.A 2 10AR/LT AAPEL 2 AR LPT.

In Ge’ez, there are also demonstrative adjectives that used to express near or far things. For
example, W17k (QV-A®7L) * H/Ht (eF-A0t) and Hhk/Hhe (P-A072) T A0t (9F-a0t). There
are also adjectives to represent an amount of a thing like, ch¢ > &t T0trH b8t > F707
-2 W3 Zhrdh 2> N he > v, Other forms of constructing an adjective are adjectives of
numbers like Ach%: hd%E, interrogative adjectives like ao'r: 9°7t: A@k, and adjectives to
plurality for both men and women like ¢+ (124) > Ptat (190F) © &hd. (34.) > AhdPF.

Verb

Verb is a word to describe an action, state or occurrence and forming the main part of the
predicate of a sentence [21]. Amharic verbs derived from roots. They use a combination of
prefixes and suffixes to indicate the person, number, active or passive voice, tenses and gender.
While Amharic sentence placed at the end of the sentences in most of the times [28], most of
Ge’ez sentences have a verb on their middle sentences [21]. Inflection are used to Ge’ez words
with respect to person, gender and number. Verbs of the language may be either in a perfect (past
form) or imperfect form (present and future forms). The verbs of the Ge’ez language have
Semitic non-linear word formation with intercalation of roots with vocalic pattern. Verbs of
Ge’ez and Ambharic agree with their subject and objects [17]. In Ge’ez language, there are eight
root verbs, with different characteristics, that lead the time behavior and using their morphology

style [16, 29]. Other similar verbs follow these root verbs.

Table 2. 13: Ge’ez language root verbs

ACAQ <10 HCT9°
Pt 124
PLN ATPOT]
azn aZn

+0A Aavy
Tuih T4n
vpaoQ fiao
hua F
(Mavg, 2.
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Adverb

Adverb is a word that is used to change, modify or qualify several types of words like verb.
There are six types of adverbs in Ge’ez language. These are Adverbs of time, frequency, place,
manner, reason, and question. Adverbs of time tells the time when it is used on the sentence. For
example, 2w9° (11), +9909 (+97rF). Adverbs of frequency describes how many times an event
happens, A% (v-& 1), ANLHY- ((2LH@-). Adverbs of place gives us an information on a place, v?
(Aw), 2 (Am7N). Adverbs of manner describes how one thing takes place, Ae><1 (AACT), hw-t
(n116%). Adverbs of reason presents the reason on the occurrence a thing, A7°M1 (fvd\), (At
(ha). Finally, adverbs of question stand to raise a question, A6 (A28 ), 7°7t (9°7).

Prepositions

Prepositions lied on nouns or pronouns to connect the people, objects, time and locations of a

sentence. The following table presents Ge’ez language preposition.

Table 2. 14: Some prepositions of Ge’ez language

TN hICE English
207 AdAT adONT AT (1-48%7 h-AQ On, above
avitintt Jrhet A0 - Fh - JoF Under
o-(rt: @AM, “IhhA @07 (1 - @O (h @(T)F Nevhh | In/inside/ in the middle
PLeavi @, &t - (N&1)7 ma/Na Before/ after
20: avr1h e To
vertt (A7 (120 aa About
A9P: APy hih-egad From

Conjunctions

Conjunctions are words to connect clauses or sentences or to coordinate words in the same

clause. Conjunctions in Ge’ez language are presented on the below table.
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Table 2. 15: Some conjunctions of Ge’ez language

IhH ATICE English
hao W18 N1E
ATPAA W4 As ... As
OH A4
Ox7t
vert
e aa About
A0
havo
an -1 In...time
LH
AT°M
haae RS/PUA/0A And/Due to
Ab'r

There are positive and negative conjunctions. Positive conjunctions expressed in the positive
sentences while negative conjunctions used for negative expressions. ® & h®- are positive

conjunctions and %4, Ok Ko9v, and AA are negative conjunctions.

We can conclude what we discussed in the previous sections i.e. the similarities and differences

between the two languages, Ge’ez and Amharic, with the following table.

Table 2. 16: Difference and Similarity between Ge’ez and Amharic language

Writing system Syntax Numeral Similar letters | Word classes

Different * *

Similar * * *

The sign (*) is used to indicate the difference or similarity of the two languages from the listed
and previously discussed point of view. They have similarity in writing system, similar letters
used and word classes. As discussed, both languages use the same alphabetic order, but they
have a difference in added letters in their alphabets. Their difference is on syntax or word order
and numbers used. While Amharic follows the SOV word order, Ge’ez uses mostly the SVO,

OVS, and VSO word orders. Ge’ez has a bit more numeral representation than Amharic.
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2.4 Machine Translation

Machine translation (MT) is an automated translation carried out by a computer to translate from
on (source) language to other (target) languages [30]. It involves the use of bilingual data set and
other language assets to build language and phrase model for translation. Due to this, it also
named as Natural language processing. MT is one of an applied research and it gets its input
from linguistics, computer science, artificial intelligence, translation theory and statistics
(statistical). The history of machine translation begins in early systems in 1940s and 1960s in the
aim of producing high-quality translation. Building a sophisticated method or forcing the input
for some restrictions have a great impact on improving the systems translation quality [31]. As
indicated by ALPAC (Automatic Language Processing Advisory Committee), the machine
translation ability is low as compared with human translator. IBM started to work on statistical
machine translation in 1980s and in 1990s, parallel corpus availability has increased. Moses,
powerful tool for statistical MT, created in 2006 [32].

Machine translation systems may be bilingual or multilingual. The bilingual refers the
involvement of two languages in a translation and it is mostly unidirectional i.e. the source
language is the language that the translation begins from while the target language is the
language that the source language is translated into. On the other hand, multilingual translation
system also consists two languages, but the translation is bidirectional i.e. one language becomes
a source language as well as a target language. There are three types of machine designs and all
systems may fall in one of the three. One type of the approach is direct translation approach. This
system is designed to translate directly from source language to target language and it is

bilingual and unidirectional [31].

The second design type is an Interlingua approach that based on an assumption that there is a
possibility to convert the source language into some internal representation that is common
beyond one language. The translation goes from source language to this representation or
Interlingua and then to the target language. It will be more economical when it includes more
than three languages and the system will be more complex. The final approach is the ambitious
transfer approach that designs a three stage for the translation involving abstract representations
for source and target languages. The source text first transferred into abstract source language-
oriented representation then to the corresponding target language-oriented representation and

finally to the target language.
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There are many approaches to machine translation. The main ones as described by [4, 33].
Broadly categorized into rule-based, corpus-based and the approach that consists the best feature
of the two, hybrid approach. The rule-based approach consists of Direct, Interlingua and
Transfer-based machine translation approaches. Statistical and example-based approaches fall
under corpus-based machine translation approach. The last category, hybrid approach, takes the

merits of the two above-mentioned approaches.

2.4.1 Rule-based MT

RBMT is the first machine translation approach that developed to help the translation and it has a
collection of linguistic rules to analyze, transfer and generate [12]. Due to this, the rule-based
system needs syntax and semantic analysis and syntax and semantics generation. The overall

steps presented for translation categorized in the following figure.

Figure 2. 1: Architecture of RBMT

Source text Morphological analyzer

Part of Speech Tagger

Lexical selection

Structural transfer Lexical transfer

Morphological generator

Post-generator Target text

The morphology of the source text is analyzed then information about the part-of-speech of
source word is passed to the next stage. The source word’s syntactic information also passed in
order to get a full information about it and map it into the structure of target sentence. After the
source sentence structure mapped into the structure of the target sentence, the next step is to
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translate the source language words into target language. The final step is to map all entries of

the source language sentence into the appropriate forms on the target sentence [4].

RBMT needs great human intervention to write all linguistic resource like part of speech taggers,
syntactic parsers, bilingual dictionaries, source to target transliteration, morphological generator,
structural transfer and reordering rules [4, 33]. Hence, to give an input to the system regarding
with the above-mentioned resources linguistic knowledge is necessary. Under RBMT, there are
three sub approaches namely: Direct, Transfer-based and Interlingua MT approaches. The
difference between these sub approaches is the in-depth analysis they give to the source language

and how far they go to provide a language independent representation of meaning.

Direct Machine Translation
It is a word-by-word translation approach with some simple grammatical reordering. It involves
shallow morphological analysis, lexical transfer, based on bilingual dictionary, local reordering

and morphological segmentation [30].

Figure 2. 2: Direct Machine Translation

Morphological Bilingual Local Morphological
analvsis dictionary reordering generation
Source text Target text

In the morphological analysis phase, there is identification of word endings and reduction of
inflected forms to their uninflected basic forms. The result from the morphological analysis
phase become the input to large bilingual dictionary program to provide target language word
equivalences. Some local reordering rules follow to give more acceptable target language output
this may include moving some adjectives or verbs. Then after the morphological generation
phase takes its part. On this stage, all the internal representation for a word is converted into its

surface form and finally the target text is produced [10, 16].

Although this approach is fast, simple, inexpensive and no translation rules hidden in lexicon, it
has some problems: it misses any analysis of the internal structure of the source text and lacks

computational sophistication that leads poor translation quality.
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Interlingua based Machine Translation

The translation bases on representing the source language text into an intermediary form,
Interlingua [15]. The idea is to represent all sentences that tells the same thing in the same way,
independent of any language. This approach translates by performing deep semantic analysis on
the X input language into the Interlingua representation and providing translation to target
language Y from that intermediate representation. It involves analysis and generation: analysis
helps to derive an Interlingua representation.

Figure 2. 3: Interlingua Machine translation

Interlingua

Source text Target text

The source language or the sentence to be translated is transformed into an Interlingua that is an
abstract language independent representation. Then the target language text is generated from
that internal representation. This representation allows analyzers and generators to be written by
monolingual system developers and handles very different languages from each other but it’s

applicable for a specific domain not for a wider domain [30, 33].

Interlingua based MT approach is the most attractive form of the rule-based approaches since it
works fine regardless of any language and it permits translation from and into the same language.

Its drawbacks: hard to define Interlingua and it fails to take the similarities between languages.

Transfer based Machine Translation

This approach like Interlingua machine translation approach uses an intermediate representation
to capture the structure of the source language text to give a correct translation [4]. It involves
analysis, transfer and generation to give a syntactic representation of source language sentences
using source language parser, to transfer the output of the source language parser into its
corresponding target language-oriented representation and to generate the target language text. It

requires rules for syntactic, semantic and lexical transfers.
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Figure 2. 4: Transfer based machine translation

Semantic Semantic transfer, Semantic
structure structure

Syntactic transfer

Syntactic Syntactic
structure structure
Lexical transfer
Word Word
structure structure
Source text Target text

The transfer-based MT approach has the same feature as Interlingua based MT in a way that both
use intermediate representation that captures the meaning of the original sentence for correct
translation. However, transfer based has a dependence on a language pairs involved. There are
three types of transfer from source language intermediate representation to target language
intermediate representation. These are lexical, syntactic and semantic transfers. In lexical the
word structure of the source text passed to target text through the intermediate representation.
Syntactic transfer involves transferring of syntactic structures between the source and the target
language. Semantic transfer characterized by creating and transferring semantic or meaning
representations that are dependent on the source language. After passing through these different

stages, finally the target text is generated [3, 12].

The transfer-based MT approach offers the ability to deal with more complex source language
phenomena than the direct approach, high quality translations obtained than direct translation
and it has a relative fastness than the Interlingua, and it provides an accuracy of around 90% but
it has some difficulties. Some of the disadvantages are rules need to introduce at source language
analysis, source-to-target transfer and target language generation, in reusable modules it is

difficult to do as much work as possible and the transfer modules cannot simply keep [4].
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Finally, the overall system involving Direct, Interlingua based and Transfer based approaches
represented by a Vauquois triangle. The triangle shows comparative depths of intermediary
representation, Interlingua machine translations at the peak, followed by transfer-based, then the
direct translation. The below figure shows this overall process [4].

Figure 2. 5: The Vauquois Triangle
Interlingua

Semantic transfer

)

Semantic

structure Semantic

structure

Syntactic transfer

Word
structure

Direct
Word
structure )

1 I

Source text Target text

The above figure shows the increasing depth of analysis required as we move from direct to
Interlingua and the decreasing amount of transfer knowledge needed as we move up the triangle.

2.4.2 Corpus-based Machine Translation Approach

The aim of corpus-based machine translation approach is to rectify the knowledge acquisition
problem of the rule-based approach. It takes a large amount of raw data in the form bilingual
parallel corpora to gather a knowledge on the coming translation [30]. Due to this, it can
alternatively name as Data driven MT. The raw data consists parallel source and target language
texts in which translation can smoothly conducted with the help of suitable methods. The

approach classified into other two sub approaches: Statistical and Example based approaches.
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Statistical Machine Translation Approach

The approach bases on statistical models that finds the most probable target text give a source
text. The noisy channel model is applicable in this approach. The model assumes the source
language sentence is a corrupted version of the target language sentence then the task is to
discover the hidden or target language sentence that generated the observation or source
language sentence. The best target sentence T=wa1, W>... wn is the one whose probability P (T|S)
is the highest [34]. The model uses a Bayes’ theorem [15], that assumes each sentence in a given
target language is a possible translation to the sentence in the source language and the best
translation is the one whose target sentence has the highest probability. The theorem assigns a
probability P(T/S), the probability that a translator will produce T in the target language when
presented with S in the source language, for every pair of source and target sentence (S, T).

Given the target language sentence T, then the aim is to find the source language sentence S from

which the translator produced T. Mathematically written as:
P (S|T) =P(S) P (T|S)/P (T)

The noisy channel model of statistical machine translation requires three components: a language

model, a translation model and a decoder.

Figure 2. 6: Architecture of SMT

Translation model Language model

P (source text | target text) P (target text)

Decoding
Source text Target text
argmax P (source text)*P (target text)
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The decoder in statistical machine translation is responsible to produce the best translation
according to the product of the translation and the language model by taking the source language.

Translation model takes the source and target texts, language model takes only the target text.
Language model

Language modelling is the process of determining the probability of a sequence of words. It is
applicable in speech recognition, optical character recognition (OCR), handwriting recognition,
machine translation, information retrieval, and spelling correction. It is a probabilistic way to
take regularities of a language in the form of word-order constraint. Language modeling
component provides a language model for the target language by taking a monolingual corpus.
Sequences of words that are convincing to the provided input text given high probabilities while
sentences with less related sense to the given sentence get a low probability. Language models
used n-gram models, which based on sequence of n words. Given a word string ‘a” with n words

a=wiW- ... wnp mathematically written as:
n
Pr(a) = Pr(Wi|W1,W2,W3, .., Wn) = 1_[ Pr(Wi|W1, W2, W3,..,Wn—-1)
i=1

Wi is the i word and n is the word length
The N-gram Model

Jelinek and Mercer proposed the n-gram model and it is a dominant one among statistical
language models [35]. It assumes the probability of the n™ word depends only on the ni
preceding words based on the Markov assumptions which says only the prior local context
consisting of last few words affect the next word. Accordingly, the n-gram has (n-1) ™ order of
the Markov model [36]. While a high n provides a detail information concerning the context of a
given sequence, the low n provides more cases that will be seen in the training data and this
implies a more reliable estimate. When the size of the corpus gets large, the reliable count of the

n-grams will be higher.
Translation model

Translation models tells the bilingual relationship between the source and the target languages

text from the parallel corpus. The training corpus for this model is a sentence level aligned
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corpus for the languages to be involved in the translation phase. Due to the data sparsity
problem, it is difficult to conduct sentence level translation. Hence, decomposing the sentences
into smaller chunks is preferable. Based on this, most of the time word based, phrase based, and
syntax based statistical translation models are used widely [37].

Statistical word-based translation model assumes that every target sentence is a possible
translation of every source sentence. The assumption arises from relying on the fact that there is
a more suitable word choice to get a reliable output on the process of translation [11].

As [38] described the translation model is the reverse process because of the Bayesian inversion.
The following mathematical expression puts the above assumption in short:

P (s|t) = z P(s,alt)

Where P (s|t) = probability of the source sentence given the target sentence

P (s, ajt) = probability of word alignment of source sentence to the target sentence

Statistical phrase-based translation model the transition model has the responsibility to find the
probability that E generates F where E is a source language let us say English sentence and F is
for target (foreign) language sentence [39]. This translation model bases on using phrases or
sequences of words instead of a single word as a unit of translation. It has three steps throughout
its translation. The primary step is grouping the English source words into phrases e1, e2... ei
then followed by translating each English phrase e;j into a foreign phrase fj. The final step is
reordering of each foreign phrase. Its probability model depends on the translation probability
and a distortion probability. ¢ (fjei) is the translation probability of generating foreign phrase f;
from English phrase e;.

Distortion probability or d applied to order foreign phrases. It refers to a word having a different
(distorted) position in the foreign sentence than it had in the English sentence. The distortion
probability when applied to phrased based machine translation means that the probability of two
consecutive English phrases separated in foreign by foreign words of a length. The distortion
parameterized by d (ai-bi-1), where a; is the start position of the foreign phrase generated by i
English phrase ei, and bi.1 is the end position of the foreign phrase generated by the ‘i-/th’
English phrase ej.1. The translation model in short will be:
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1
P(F|E) = ngb(fi,ei)d(ai —bi—1)

Where ¢ (fiei) = the translation probability of generating foreign phrase fi from English phrase ei
d (ai —bi1) = distortion probability

Finally, the phrase-based model needs two additional things to use: model for decoding and
model for training. Model for decoding needed to go from a foreign string to the hidden English

string while model for training is to learn parameters [39].

Statistical syntax-based model phrase-based model has a drawback that it works whenever there
is a phrase to be used in other word it does not have any room for syntax [40]. One of the
syntactic behaviors is changing a word order whenever it is necessary to cop up with situation
occurred on the move. The statistical syntax-based model uses syntactic rules to follow for
machine translation because it is mandatory to have some guiding rule about the syntax and the
sentence structure of a given language. Word re-ordering is one of the rules for this type of
model. The sentence structure in one language may differ from the other so rules play a key role
in understanding and matching with this scenario. For example, word order of Ge’ez language
has a VSO, SVO, or OVS structure while Amharic mostly follows the SOV sentence structure.

The syntactic rules applied on input, output or both languages.

The syntactic rules applied using tree-to-string, string-to-tree and tree-to-tree models. String-to-
tree syntax-based translation model views the input language string as provided by parse tree of
output language and passed through a noisy channel [41]. A syntactic parser assigns a parse tree
to the English string followed by insertion of words at each node and translation of leaf words.
The gains from the alignment tool of parallel text sentences reported and the decoder presented.
Tree transducers also developed to be able to compute transformations of trees [42]. Other works
on complex rules extracted from parallel text to build models of string-to-tree alignment
discussed on [43, 44, and 45]. On the other hand, syntax-based translation systems using tree-to-
tree resented on [46, 47]. Syntax based translation is based on translating syntactic units rather

than a single word or strings of words.
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Decoder

The decoder is responsible to produce the best translation according to the product of the
translation and the language model by taking the source language [11]. The problem on the
search is to find a sentence that maximizes the translation and the language model probabilities.
To solve the problem the decoder uses the best-first search algorithm that informed by
knowledge from the problem domain. It selects node n in the search space to explore based on
evaluation function f (n). They are the variants of A* search algorithms which is a specific kind
of best-first search.

The A* search main aim is to keep the priority queue which is traditionally referred to as a stack
with the entire partial translation hypothesis, together with their scores. The search space can be
limited by only considering the possible translation for foreign sentence F hence the entire
unnecessary search space of source sentences ignored. The decoder is responsible to find the
highest scoring sentence in the target language based on the translation model in relation with the
given source sentence. The decoder is also able to provide a ranked list of the translation

candidates and to supply various types of information about how the decision made [11, 48].

Example Based Machine Translation

Example based machine translation also called machine translation by example-guided inference,
machine translation by analogy principle. The main concern is translation by people don’t always
involve deep linguistic analysis of a sentence and the translation is conducted by decomposing
sentences into fragments, translating each of them and composing them into one long sentence
properly [49]. On this machine translation approach set of phrases in the source language and
their corresponding translations in the target language are given then the system uses these
examples to translate new similar source phrases into the target language. The main idea behind
this is if a previously translated phrase occurs again, then the same translation is likely to be

correct again [4, 33].

Example Based Machine Translation approach passes through three different steps. The first step
is to match the source language input against the example database. Then, selecting the
corresponding fragments in the target language is proceeds. Finally, recombining the target
language fragments to form a correct text takes place. The approach makes advantageous since
fragments of human translation which result higher quality, but it may have limited coverage

depending on the size of the example database, needs the production of dependency trees from
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analysis and generation modules and computational efficiency, for large databases, despite of

using parallel computation techniques [4].

2.4.3 Hybrid Machine Translation

The approach makes use the strong side of the statistical a rule-based translation approach [11].
It has a better efficiency from all the machine translation approaches and used in different ways.
One way is to perform the translation at the first stage using a rule-based approach followed by
adjusting the output using statistical information. Moreover, in some cases rules used to pre-
process the input data as well as post-process the statistical output of a statistical-based
translation system. The later way is more suitable since it has more power, flexibility, and
control in translation [4, 33]. Example of the hybrid machine translation system is Oepen that

integrate the statistical method with the rule-based method.

2.4.4 Neural Machine Translation

Neural machine translation is a newly introduced machine translation system proposed by
Kalchbrenner and Blunsom (2013) [50]. The main goal of neural machine translation system is
constructing a single neural network that can jointly tuned to maximize the translation
performance. The model belongs to a family of encoder-decoders, every language has its own
encoder and decoder, or it involve a language specific encoder that is applicable to each sentence

whose outputs then combined [50].

NMT by means of encoder-decoder approach encodes a completely input sentence into a fixed
length vector then the translation is decoded but this mechanism has a problem to translate long
sentences. Letting a model to search a set of input words or their annotations computed by an
encoder when generating each target word will rectify the issue [51].

Overall, Machine Translation may or may not need human intervention in the process of
translating from one source language to another target language. From our discussion we can
mainly categorize Machine translation approaches into four namely Rule-based, Corpus-based,
Hybrid and Neural. Direct, Interlingua and Transfer based approaches are of the Rule-based type
and under Corpus-based there are Statistical, and Example based MT approaches. Hybrid is the
use of best feature of two approaches while Neural MT concerned with using single neural

network to increase the translation performance.

30



2.4.5 Evaluation of Machine Translation

Evaluation is important to check continuously whether the algorithm we used provides the
expected result or giving us the unwanted/unexpected result. Translations evaluated along
fidelity and fluency combination of the two and evaluated by using human raters or
automatically [52, 53]. Using human raters provide the most accurate evaluation when evaluated
along fluency and fidelity. Fluency is evaluated by means of how the translation is intelligible,
how clear, how readable, or how natural does the output is. To do this the human raters will be
given a scale and ask them to rate each sentence of the machine translation output and other

mechanism will rely less on the conscious decision of the raters.

Fidelity measures the adequacy and informativeness. Adequacy judged by whether it contains
the information that existed in the original sentence and informativeness bases on whether the
information in the machine translation output is enough to perform some task [52]. However,
human evaluation mechanism is time consuming and expensive in terms of finance and the inter
evaluator agreement (different evaluators may give different results) and intra-evaluator
consistency (the same evaluator may produce different result at different times). To overcome
these problems automatic evaluation by means of BLEU (Bilingual Evaluation Understudy)

score, NIST, TER and other mechanisms are used [52].

In summary, there are a lot of studies conducted in Machine Translation between different
languages in Ethiopia concerning with Statistical, rule-based and hybrid machine translations. In
most cases Statistical MT was used but there are also researches which are involving rule-based
approach by combining with statistical approach. Here the rule-based approach is used to
syntactical reorder the source sentence in order to have the same sentence structure with the
target sentence to improve the efficiency of the translation system. The statistical approach
comes with the use of translation and language models. Statistical MT approach is widely used in
machine translations so in this study we are aiming to show the improved performance on the
translation system by adding rules to syntactically reorder the Ge’ez sentences to look alike the

sentence structure of the Amharic sentence.
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Chapter Three
Related Works

3.1 Overview

This chapter mainly focuses on previously conducted works related with machine translation
system involving languages from European and Asian and of course from different languages
spoken in Ethiopia. Studies that involve English with Ethiopian languages and machine
translation system between languages in Ethiopia are well covered.

3.2 Machine Translation systems involving European languages

From European languages, a research work to translate French and German languages to English
language using a statistical approach mentioned. Stat-XFER framework developed to translate
MT systems on different data conditions and it’s a search based, and syntax led framework. In
this study, statistical methods, which permit extraction of syntax-based transfer rules from
parallel corpora with word alignments in hand, and constituency parses are used. Bilingual
translation lexicon and a transfer grammar, which manually developed by language experts, are
built. Parallel sentences parsed with Stanford, Xerox XIP and English and German version of
Stanford parser for English, France and Germany languages respectively. The 2007 WMT shared
task used to evaluate the performance and based on the result the Stat-XFER systems’ get a low

score on the evaluation [54].

English-Spanish machine translation, developed by Preslav Nakov, mainly focused on domain
adaptation, sentence paraphrasing, tokenization and recasting using statistical approach.
Experiments also conducted to these elements. Domain adaptation uses small in-domain news bi-
text and a large out-of-domain from Europarl corpus. Two translation models and two separated
language models built in this study. Experimental results on tokenization and recasting on
WMT’07 news test data provides 35.09% Bleu score which shows an improvement from the
previous result on this dataset. On the other hand, 21.92% Bleu score achieved using WMT’08.
Building separate translation and language models has a remarkable effect on the efficiency

improvement of the translation system [8].
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3.3 Machine Translation systems involving Asian languages

English Thai (Thailand) machine translation study comes up with reordering rules based on
phrase. The rules applied before training and testing steps English sentences in a preprocessing
step. The study aims to improve a phrased based statistical MT in language pairs with different
word orders using reordering rule with statistical MT mechanism. The source language sentences
parsed using a parser, a Stanford parser, and then followed by reordering rule to make the
sentence structure more like the target language. Reordering rules constructed from the classified
parse trees of the training set. Training, testing and translating stages will proceed once the
reordering rule applied on the prepared corpus. The study gets a BLEU score of 57.45% that

shows a remarkable advancement from the previous experimental result [55].

English to Chinese machine translation system also uses a syntactic reordering approach under
its study. The system reorders the English sentences to look alike Chinese word order in the
sentence using a Penn Chinese Treebank guideline to get a convenient way of reordering rules.
The reordering has three categories namely Verb phrases, Noun phrases and Localizer phrases
(to map to prepositional phrases in English) and as the researchers’ identified other phrase types
does not require a reordering rule. The study uses 637K pairs of parallel sentences from various
resources. NIST MT evaluation data for Chinese from 2002 to 2006 that have four human
generated English reference translation for each Chinese input used for tuning and testing. 2347
sentences for tuning to optimize various parameters using minimum error training and 2320
sentences for different analysis experiments used. Before applying the reordering rules,
segmentation, part-of-speech tagging, and parsing are applied. They used the perception-learning
algorithm to train the Chinese Treebank-style tokenizer and part-of-speech tagger. After this,
reordering rules on the parse tree of each input used. The output of this step is an input to re-
tokenization to make sure it is consistent with the baseline system. The evaluation result shows
30.86% BLEU score which improved as compared with the previous results [56].

Mossa Ghurab et al studied on Bidirectional Arabic-Chinese machine translation systems using
phrase-based statistical approach. As the previous two research works involving Asian
languages, which discussed above, this research also uses a phrase-based statistical approach. A
corpus from the United-Nations website and different news engine websites are used. To
evaluate the efficiency of the system the study used BLUE and NIST evaluation metrics. The
system gets a BLEU and NIST score of 0.4916 and 7.9905 respectively from Arabic to Chinese
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while on the other hand a 0.4678 and 7.0643 evaluation score from Chinese to Arabic language
translation. The study succeeds on integrating models into statistical machine translation
architectures to make a smooth interaction. However, the failed to reason out why BLEU score
evaluation metrics gets a low score as compared with the NIST [57].

3.4 Machine translation systems involving Ethiopian Languages

Michael Gasser conducted a study on English-Ambharic translation system by using a rule-based
approach. He states the implementation of rule based bidirectional Amharic-English machine
translation system in L3 framework and using an extensible dependency on grammar that relies
on constraint satisfaction on parsing and generation. In addition, Michael Gasser focuses on
features and advantages that L3 framework offers for handling structural divergences between
the two languages and the capacity to accommodate shallow and deep translation within a single
system. The proposed system only shows translation using simple sentence means that it does

not have a room for complex Amharic sentences [12].

Machine translation system conducted by Jabesa Daba and Yaregal Asabie uses a hybrid
approach, statistical and rule based, for bidirectional English-Oromiffa translation. Reordering
rules implemented on this study since the two languages have different sentence structure. The
ordering applied on simple, interrogative and complex sentences of the two languages to make
similar sentence structure with their respective target language. Two experiments performed
using statistical and hybrid approaches that yields a BLEU score of 41.50% and 32.39% when
translating from English-Oromiffa and Oromiffa-English respectively using statistical approach.
On the hand, the hybrid approach provides a BLEU evaluation score of 37.41% and 52.02%
from English-Oromiffa and Oromiffa-English respectively. As the result shows, the hybrid
approach is a way better than a pure statistical approach [11].

Mulu Gebreegziabher and Laurent Besacier also studied on English-Amharic machine translation
using a statistical approach. They used 632 parallel corpora from which 115 is for
experimentation purpose. Pre-processing like text conversion, trimming (performed before and
after aligning at document level), sentence splitting (performed before start aligning at sentence
level), sentence aligning and tokenization (done after aligning at the sentence level) were
performed on the parallel documents to retain and convert the overall content to a valid, suitable

format for the system. The researchers used Hunalign aligner to align at sentence level and they
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found a BLEU score of 35.32% and 0.32%. The performance can increase by applying

morphological analyzer and generator for Amharic language [13].

Another study conducted involving Amharic and English languages in a bidirectional form using
a statistical approach is by Eleni Teshome. She collected 1020 simple and 1951 complex,
separate, parallel sentences for the two languages each from various resources. Then she
performed two different experiments on these simple and complex sentences of the Amharic and
English languages. The BLEU score for simple sentences is 82.22% and 73.38% from English-
Ambharic and Amharic-English respectively. For complex sentences, the BLEU score evaluation
shows a result of 73.38% from English-Amharic and 84.12% from Amharic-English translations.
From the result of the experiment, we can conclude that the translation system better performs
when translating from Amharic-English language. However, she failed in using the testing data

again in training data this in turn raises a reliability question on her system performance [11].

A team of researchers from different universities in Ethiopia studied on bidirectional English-
Ethiopian languages statistical machine translation [58, 59]. They selected five languages from
Semitic (Amharic, Tigrigna and Ge’ez), Cushitic (Afan-Oromo), and Omotic (Wolaytta)
language families. Corpuses are collected from different sources of religious, historical and legal
domains. As they stated the performance of the statistical machine translation greatly affected by
the morphological richness of the languages and the linguistic features of the target languages.
These features include the writing system, word ordering and morphological complexity. The
collected corpuses then passed through a series of preprocessing stages like Character
normalization, Sentence tokenization and Alignment. In this study, the SMT system from
Ethiopian language-English languages have a higher BLEU score result than that of English-
Ethiopian languages. The one-to-many alignment when English is used as a target language
favors on the better performance of the system. The other reason for the better performance is the
suitability of the language model for English language since it’s not morphologically complex as
Ethiopian languages.

A study on Ge’ez to Amharic automatic machine translation system using statistical machine
translation performed by Dawit in the aim of providing a means of knowing Ge’ez language. The
data that is collected from various resources only includes spiritual books i.e. biblical data since
most of the time literatures on Ge’ez language are limited to some religion especially Ethiopian

orthodox church. To overcome the alignment problem of some sentences from the corpus, he
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manually aligned at verse and sentence level. As the researcher stated, the result of the
translation gets a higher score when the testing data is large and gets a low score while the data
selection for testing becomes small. To rectify the problem, he split each book of the bible into
training and testing set in order to check the performance of the system. The evaluation of the
designed system got a BLEU score of 8.26% after conducting an experiment on the collected
data using a statistical approach. Dawit suggests more works to conduct on morpheme level
since these languages are morphological rich. The translation performance will increase after
applying morphological segmentation and synthesizing mechanisms [15].

Tadesse Kassa added a study on Ge’ez and Amharic languages. He designed a morpheme-based
bi-directional machine translation system from Ge’ez to Amharic and vice versa. The study
emphasizes on morphemes, smallest grammatical units, as both languages are morphologically
rich in their nature. As the research states, at word level there is a data scarcity, difficulty to
manage many forms of a single word, not specific and lacks consistency but the morpheme level
overcomes these limitations. Parallel corpuses consisting of 13,833 sentences for each language
gathered from various resources of religious books. These data passed through preprocessing
tasks such as tokenization, cleaning and normalization to facilitate the efficiency of the
translation system. After the experimentation of the system, a BLEU score evaluation of 15.14%

and 16.15% found from Ge’ez-Amharic and Amharic-Ge’ez respectively [16].

Akubazgi Gebremariam who conducted a research on Ambharic-Tigrigna machine translation
system is among the mentioned researches on machine translation system on Ethiopian
languages. Despite Amharic and Tigrigna have the same language family and used similar
sentence structure; there is also a big difference in building different types of phrases. Hence,
they used a hybrid approach that involves a statistical and rule-based to fill the void that arises
from some phrases in the languages. The research follows a POS tagging mechanism on source
language (Amharic) along with preparing 19 different tag sets for each word in the sentence.
After tagging with a tag sets, local reordering rule applied on source language in order to make
its sentence structure more like the target language’s sentence structure. The developed system
under this study provides a BLEU score evaluation of 7.02% and 17.47% after conducting a

separate experiment on statistical and hybrid approaches respectively [14].
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Chapter Four

Design of Ge’ez to Amharic Machine Translation

4.1 Overview

To meet the goal of this study that is building a translation system from Ge’ez to Ambharic
language using hybrid approach, a fully functioned system architecture developed. Data used for
the experiment properly collected, preprocessed and language and translation model built.
Different rules to guide the translation process also drafted. In this chapter, we will see how the
proposed system works in detail.

4.2 Architecture of the system

As we described in chapter 2 Figure 6 of the general architecture of statistical machine
translation or statistical MT which is based on statistical model takes some form of source text
which passes through different preprocessing to find the most probable target sentence.
Language modelling, which bases on the target language, is responsible for describing how
words arranged. Translation modeling takes the source and target language to compute a
probability of source text/sentence given the translated sentence/text. The role of the decoder on
the other hand is to take the source language and provide a best translation based on the product
of translation and language model.

The architecture of our system designed to take bilingual and monolingual corpuses as an input
and the data from the corpuses preprocessed with different preprocessing tools. We put POS tags
on each words of our sentences then locally reordered them to look alike the sentence structure
of the target language. The translation model takes the bilingual corpus and segment it into
several sequences of consecutive words. The languages model takes the target language or in this
case the Amharic language to determine the word order in the sentence formation. When
conducting a decoding operation, the decoder searches the best translation from the given
possible translations based on the probability. Tuning is responsible to find the optimal weights

that maximize the translation performance on a small set of parallel sentences.

Hence, we followed the general architecture of the statistical machine translation. The only

difference is applying a process of POS tagging on each words and local reordering since we are
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aiming to build our system based on statistical and rule-based approach. The shaded rectangles in
the following figure shows the additives in the general architecture of the statistical machine

translation. So, the overall architecture discussed can be summarized in the below figure.

Figure 4. 1: Architecture of the proposed system

Training Phase

Ge’ez (G) and Amharic (A)
texts parallel corpus

Ge’ez POS
tagging

Local reordering of

Loca! Ge’ez text (rG)
reordering
rules
Translation Language

modeling P (rG | A) modeling P (A)

Translation phase

Ge’ez Ge’ez POS Local reordering Decoding argmax Ambharic
text tagging of Ge’ez text (rG) P (rG)*P (A) text

4.2.1 Training Phase

Parallel Corpus

A parallel corpus is a corpus that contains a collection of original texts in language L1 and their
translation into a set of languages L>...Ln but in most cases, the parallel corpus refers a set of two
languages. For the purpose of this study, parallel corpuses that comprised of simple and complex
sentences of the two languages, Ge’ez and Ambharic, prepared independently. These text files
collected from different resources like Bible (old and new testament), Wudasie Mariam, and
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Metsehafe Kidase. In order to protect an ambiguity from happening, we carefully adjust the total

number of sentences in each corpus to be the same in number.

Translation model

Translation model shows the bilingual relationship between the source and the target languages
text from the parallel corpus. For this model, the training corpus is a sentence level aligned
corpus for the languages to be involved in the translation phase. Our study uses a locally
reordered Ge’ez sentences (rG) with POS tags with their corresponding translations in Amharic
language (A). Since it has a problem in accuracy of translation, sentence level translation not
recommended instead word, phrase and syntax-based translations are preferable. The translation
model takes locally reordered source language (rG) and target language (A) with the probability
denoted by P (rG | A).

Language model

Language modelling aims at characterizing, capturing and exploiting the restrictions imposed on
the way that words can combine to form sentences and describing how words arranged in a
natural language. The language model is always constructed using a target language, so we built
our language model on our target language i.e. Amharic language P (A). Language model is
applied in different areas like in Automatic Speech Recognition, Character and handwrite
recognition, SMT, POS tagging. Statistical language modelling or SLM is one of the type of
approaches in language modelling. The approach bases on corpus based probabilistic approach.
It predicts the probability of the next word based on a sequence of given words. It applies a chain
rule in calculating P (W) that is as a product of conditional probabilities.

P(W) = np(wi/wl, e, Wi — 1)

However, SLM has a drawback in calculating conditional probability for all words and all
sequence length. To overcome this problem an N-gram model based on Markov’s assumption
used. The assumption works by predicting the probabilities of a word based on few previous
words. N refers the number of words in a sequence and the probability of a word w calculated
based on N-1 previous words. The N-gram model is useful in this study in a way on the target

language to compute the probability of each word. The probability may calculate as a unigram,
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bigram and trigram depending on the n that we assigned. In general, the N-gram probability uses

the following equation.
P (Wn/W1iW2 ..\Wh.1)

We can elaborate how the N-gram probability model works using the following Ge’ez language

sentences.
AULANAC F4¢ 10/God is great
AULANC 9197% 722m/God choses this world
ATHLANAC 91977 12h/God blessed the world
The unigram probability calculated as follows:

P (a1) = count (a1)/total words
P (A9M.ANhC) = count (AIH.AdC)/count (total words)
=3/9
=0.33
where a refers the selected Amharic word to calculate the probability of, ‘3" and ‘9’ represent the

occurrence of the word ‘AZ4AlAC” In the sentences and the total number of words respectively.
Similarly, the bigram probability looks like this when computed:

P (az/a1) = count (aiaz)/count (a1)
P (2A9°Y A ILA(hC) = count (ALANAC GA9°7)/count (ATHLANGC)
=2/3
=0.67
Here also, ai, ax refers the selected Amharic words. The numbers 2’ and ‘3’ represent the total

occurrence of ‘AZLANAC 94977 and ‘ A7H.AMAC I the sentences respectively.
It is also possible to calculate the trigram probability as follows:

P (as/a1 a2) = count (a1 a2 as)/count (a1 a2)

P (azh/niLadeC 9A9°7) = count (AlLANGC GA9°7 OZh)/count (AHANAC GAT7)
=1/2
=0.5
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Again, ‘71’ and 2’ refer the frequency of appearance of the words "AZZA7AC ‘91977 and 1ch’
and the number of times the words ‘AZZA7lAC and ‘44977 appear together respectively.

Ge’ez POS tagging

In order to reorder the source language, Ge’ez, words and phrases of the languages must be
tagged with POS tag sets to look alike the sentence structure of the target language (Ambharic).
As a result, these tagged sentences pass to the next level that is local reordering. As the
researcher’s knowledge concerned, there is no publicly available POS tagger tool for Ge’ez
language. Since Amharic and Ge’ez are of the same language family, Semitic, the tag sets that

we are going to use in Ge’ez language are similar with the Amharic language.

The most common tag sets are PN (personal noun), CN (compound word that changes order of
words in the target language), N2 (compound words that never change order of words in the
target language), N (noun), VN (verbal noun), PRON (pronoun). V (verb), AXU (auxiliary verb),
VREL (relative verbs). ADJ (adjective), NUM (number), NUMCR (cardinal number), NUMOR
(ordinal number). PRP (prepositions that have similar positional order like the target language),
ADV (adverb), PUN (punctuation), CC (conjunctions and subordinate conjunction) and UNC

(unclear).

However, for the purpose of this study we use N, NP, NC, NPC, VN, CN, N2 (noun (N), N
attached with preposition, conjunction and with both at a time, compound words that change and
never change order of words in the target language respectively). ADJ (adjective), PRON,
PRONP, PRONC, PRONPC (pronoun (PRON), PRON attached with preposition, conjunction
and with both at a time respectively), PRP (preposition), CC (conjunction). ADV (adverb), VN
(verbal noun), V, VP, VC, VPC (verb (V), V attached with preposition, conjunction and with
both at a time respectively) and VREL (relative verb) [60].

Ge’ez reordering rules

Ge’ez and Amharic belong to the same language family that is Semitic. They have also used a
common ‘alphabet’. Despite these similarities, they have a great difference in their sentence
structure. Amharic most of the time uses Subject-Object-Verb (SOV) structure while Ge’ez falls
into three structures, VSO (Verb-Subject-Object), SVO (Subject-Verb-Object) and OVS (Object-
Verb-Subject). The main aim of reordering the words or phrases in a sentence is to overcome the

gap of missing a common sentence structure. Reordering rule was applied for machine
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translations involving different languages with different sentence structure. In this study, we

construct rules on Ge’ez sentences to make reordering on their words/phrases to make them look

alike the sentence structure of the Amharic language. Hence, it facilitates the translation process

to meet its goal.

In general, on our study we have a total of ten rules on which reordering of words/phrases could

happen. General rules that govern our translation system to work smoothly mentioned below.

v

IR NERN

Rule 1: reordering rule involving Verb (V, VP, VC, VPC, and VREL) and Noun (N, NP,
NC, and NPC) and Compound Word (CN, N2)

Rule 2: reordering rule involving Verb (V, VP, VC, VPC, and VREL) and Adjective
(ADJ)

Rule 3: reordering rule involving Verb (V, VP, VC, VPC, and VREL) and Pronoun
(PRON, PRONP, PRONC)

Rule 4: reordering rule involving Verb (V, VP, VC, VPC, and VREL) and Adverb (ADV)
Rule 5: reordering rule involving Adverb (ADV) and Adjective (ADJ)

Rule 6: reordering rule involving Adverb (ADV) and Pronoun (PRON, PRONP, PRONC)
Rule 7: reordering rule involving Adverb and Noun (N, NP, NC, and NPC) and
Compound Word (CN, N2)

Rule 8: reordering rule involving Pronoun (PRON, PRONP, PRONC) and Noun (N, NP,
NC, and NPC) and Compound Word (CN, N2)

Rule 9: reordering rule involving Pronoun (PRON, PRONP, PRONC) and Adjective
(ADJ)

Rule 10: reordering rule involving Noun (N, NP, NC, and NPC) and Compound Word
(CN, N2) and Adjective (ADJ)

Rule 11: reordering rule involving Compound words with changing word order (CN,
CNP)

The above listed rules are highlights regarding with the discovery of this research. We will go

through on each point in detail with examples in the coming pages.
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Rule 1: reordering rule involving Verb (V, VP, VC, VPC, and VREL) and Noun (N, NP,
NC, and NPC) and Compound Word (CN, N2)

A Verb (V) tells us what the subject of the sentence is doing in other word it refers the part of the
sentence that holds the action words. They are the main parts of a sentence/phrase along with
nouns to describe what is taking place. There is a need to add some -fixes on verbs in order to
connect with the sentences’ objects. These -fixes might be prepositions, conjunctions or the
combination of the prepositions and conjunctions. When Preposition or Conjunction lie on a
verb, the resulting word termed as prepositional or conjunctional verb respectively or VP/VC. In
addition, verbs can appear by holding a preposition and conjunction at the same time. In this
case, the verb thought as Verb with Preposition and Conjunction or VPC. VREL or Verb
Relative on the other hand refers the variation of the verbs ‘to be’ or ‘to have’ to describe the

relationship between two things.

Nouns (N) in a sentence are most of the time referred as ‘subjects’ that take the ownership of an
action (verb). They identify any of class of people, places, or things collectively or particularly in
a sentence. Similar to verbs, prepositional, conjunctional or a combination of prepositional and
conjunctional —fixes might be applied on nouns to form Noun Preposition (NP), Noun
Conjunctions (NC) and Noun with Preposition and Conjunction (NPC). There are also
Compound Words that made up on two or more words. They made up with nouns that modified
by adjectives or other nouns. When translating compound words, they may or may not have
different order in the target language than the source language. In our study if they have different

word order in the target language, they tagged us CN and if they do not their tag is N2.

If verbs precede, any of the nouns in the source language (Ge’ez) they need to change their word
order when translating from Ge’ez to Amharic language in order to have the same sentence

structure with the source language (Ambharic). We can see these with examples:

;0 avherarN

D MACLTFOIN A/

: OtonA/V ARILANGC/NP

- NAMANNCIPINP Fav'r/V

: OHA$a?/VP &51/CNP 514%/CN

> O > O > O

;A2 ATETIP/CNP av712:/CN eodar/\/P
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As it’s seen from the above examples, the word order of Ge’ez sentences does not match with the

word orders of Amharic language, so we need to change the word order in the source language to

make the same word order with the target language. Based on this after reordering, the Ge’ez

sentences with their translation on the Amharic sentences looks like this:

rG: avh”41Pav- 30+h

A: TNCET D7 AINTN

rG: AW ILANHNC OFOh

Al DAHLANACI® Jrav

rG: 17 €91 OHA PP

A: (2O ATFTI° o718 SABap

The reordering algorithm looks like this:

Algorithm 4. 1: Reordering rule for noun, compound noun and verb

1: function Load_Ge’ez_Sentence (S)

10:
11:
12:

data_reader « read data from the Load Ge’ez_Sentence
words « split ( data_reader, new line)
dict < dictionary value (words, Wj)
for i=0 to size (words) do
for j=0 to size (words) do
pos1 « split (words [i] [j], tab_space) [1]
pos2 « split (words [i] [j], tab_space) [1]
if dict [pos1] > dict [pos2] and not j==0
Temp « word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]«< Temp
end if
end for
end for

13: end function

Rule 2: reordering rule involving Verb (V, VP, VC, VPC, and VREL) and Adjective (ADJ)

Adjectives are words, which describe or modify other words. They tell how much or how many

of something that mentioned, which thing someone passed to him, or which kind of something
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that someone want. They placed in a sentence before a noun or pronoun since it identifies or
quantify individual people and unique things. However, in Ge’ez language it may be found after
a verb because of different word structure usage of the language. Here is an example to show the
position of the verb and the adjective that needs swapping.

G: oteotar/V (/N 12, 1ADJ G: oA INL/INP a70Z/N evirtad S/ ADJ

A: 00ZH/ADJ 07FC/N A0 FFPAVINV  A: 0PHETI°/ADI @0C/N Lhtbaram/V

Here the positions of the verb and adjective on the two languages differs so there is a need to
apply the rule on the Ge’ez sentences to swap this POS tagged words and create a similar word
structure with its translation in Amharic sentence. Based on this, the sentences look like this after

applying the reordering rule:

rG: 8.7 (v, @F&oeav- rG: ao(+Ad 7 av1(\¢ OHAINL

A: 00t G T PTFPAY A: NPHETI® @7INC LAtParm

The algorithm, which implemented on this rule, is:

Algorithm 4. 2: Reordering rule for verb and adjective

1: function Load_Ge’ez_Sentence (S)
data_reader < read data from the Load Ge’ez_Sentence
words « split ( data_reader, new line)

dict « dictionary value (words, Wj)

2
3
4
5. for i=0 to size (words) do
6 for j=0 to size (words) do
7 pos1 « split (words [i] [j], tab_space) [1]
8 pos2 « split (words [i] [j], tab_space) [1]
9 if dict [pos1] > dict [pos2] and not j==
Temp «— word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]«< Temp

10: end if
11: end for
12: end for

13: end function
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Rule 3: reordering rule-involving Verb (V, VP, VC, VPC, and VREL) and Pronoun
(PRON, PRONP, and PRONC)

A pronoun is a word or phrase that replaces the role of the noun or used as a substitution for a
noun or noun phrase. When they used in a sentence, they can do everything a noun do and they
are building blocks of sentences. As in noun and verb, prepositional and conjunctional -fixes also
used in pronouns. The resulting word called PRON, PRONP or PRONC (pronouns with
adjectives, conjunctions and with prepositions and conjunctions respectively). Like adjectives,
pronouns may find after verbs so in this case we need to swap these words. Some examples:

G: o129V 210+/PRON ha+/NP

A: h(+?/NP 271515172 PRON JanéFPAv/V

G: 07L&V h9°A001/PRONP ACO~av/NP

A: 1908F079°/NP ha%/PRONP A7/

One can understand from the examples that the position of the pronouns and verbs are not in the
right in Ge’ez sentences as compared with the Amharic sentences. In this case, we need to swap
the position in order to have a similar word structure and to have a good translation. Therefore,

applying the reordering rule makes our sentences like this:
rG: ch(rt it 1L

A (7 291.91517 FandFPAY

rG: ACO~fav A9PAHN. 1 D716

A 108 FD9° DhT ATNA
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The reordering algorithm is:

Algorithm 4. 3: Reordering rule for verb and pronoun

1: function Load_Ge’ez_Sentence (S)

10:
11:
12:

data reader < read data from the Load Ge’ez_Sentence
words « split ( data_reader, new line)
dict < dictionary_value (words, Wj)
for i=0 to size (words) do
for j=0 to size (words) do
posl « split (words [i] [j], tab_space) [1]
pos2 « split (words [i] [j], tab_space) [1]
if dict [pos1] > dict [pos2] and not j==
Temp «— word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]« Temp
end if
end for

end for

13: end function

Rule 4: reordering rule involving Verb (V, VP, VC, VPC, and VREL) and Adverb (ADV)

An Adverb is part of a sentence that change, modify or qualify different types of words like an
adjective, a verb, a clause, another adverb, or any other type of word or phrase. They provide a
detail information on how, where, when, in what manner and to what extent something happens.
They always modify verbs in a way by giving a more specific information on the action that
takes place when they used to do so. If they found after the verb in Ge’ez sentences, they need to

swap their position to meet the translation efficiency. Here are some sentences as examples in the

two languages with adverbs involving:

G: oiNZ/NP 100/V 0r+/ADV

A: Hg°/NP 077/ ADV 291400/
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G: 1%V AL ILANGC/NP 0&Cut/ADV

A ALILANHAC/NP 0&C7HADYV iV

Adverbs as always must come before verbs in Amharic sentences but in Ge’ez sentences this rule
does not work. Since we are translating into Amharic, the sentences on Ge’ez must follow its
word structure. Therefore, we must swap the positions of verbs and adverbs when the former

appears before the later to make the translation smooth.

rG: ®mH0z et 00

A U 07ET L9140

rG: AAMLANAC NFCUT +P1%
A: ALHANNC OFCYT Tt

The algorithm for this rule is:

Algorithm 4. 3: Reordering rule for verb and adverb

1: function Load Ge’ez_Sentence (S)
data_reader < read data from the Load Ge’ez_Sentence
words « split ( data_reader, new line)
dict « dictionary_value (words, Wj)
for i=0 to size (words) do
for j=0 to size (words) do
pos1 « split (words [i] [j], tab_space) [1]
pos2 « split (words [i] [j], tab_space) [1]

© @ 8§ @ @ 3 @ W

if dict [pos1] > dict [pos2] and not j==
Temp «— word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]«< Temp

10: end if

11: end for

12:  end for

13: end function
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Rule 5: reordering rule involving Adverb (ADV) and Adjective (ADJ)

As it described in the previous section adverbs used to change, modify or qualify different types
of words mainly verbs while adjectives are words that are important in describing or modifying
other words usually nouns. Since adverbs placed mostly before verbs and adjectives before
nouns, if adjectives preceded by adverbs in Ge’ez sentences swapping rules must takes place in order
to achieve the word order of Amharic sentence. The below sentence is an example for this case.

G: ¢0-far/ADV Su-/ADJ >PR1N o/ G: N.hu-/ADV h-/ADJ A-0A/N 290F/V

A: Wiv/AD] 2 At EFIN 2O F0HADV 1HPASIV - A: u-9°/ADJ a@+/N 01h@/ADV £A4HV
As the POS tag indicates, the underlined words are of the class of adjectives and adverbs. The Ge’ez
sentence must have the same word order with Amharic sentence so after applying the reordering rule
the above sentence looks like this:
rG: Qu- > 7A7 POrfav- OO¢ rG: tete ANA OLHU- P10\&

A RIP 2 htPT POFFEDT THCPAS A: -9 A0 NLHD- PASGA

The algorithm for this reordering rule is:

Algorithm 4. 4: Reordering rule for adverb and adjective

1: function Load Ge’ez_Sentence (S)

2: data_reader < read data from the Load Ge’ez_Sentence
3: words « split ( data_reader, new line)
4. dict « dictionary value (words, Wj)
5. for i=0 to size (words) do
6: for j=0 to size (words) do
7: pos1 « split (words [i] [j], tab_space) [1]
8: pos2 « split (words [i] [j], tab_space) [1]
9: if dict [pos1] > dict [pos2] and not j==
Temp «— word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]«< Temp
10: end if
11: end for
12:  end for

13: end function
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Rule 6: reordering rule involving Adverb (ADV) and Pronoun (PRON, PRONP, and
PRONC)

Pronouns as we discussed are words or phrases that replace the role of the noun or used as a
substitution for a noun or noun phrase. Due to different word order, structure of the Ge’ez
language pronouns may find after adverbs, which is not the case in the word structure of
Ambharic language. Therefore, there is a need to have a rule to govern this mismatch when
translating to Amharic language. Here is example to show the necessity of this rule:

G: ttaea>/ADV £4é./c/V 1t/PRONP
A: Q7H/PRONP v-&9°/ADV La LATFPAV

G: w52-+/ADV av+/PRON fcafi/V

A: 7171/PRON avphav3/ADV £aesa/V

Pronouns in Amharic sentence placed always before the position of the adverbs. Hence, in our
translation from Ge’ez to Amharic we need to consider swapping sentences with this kind of
arrangement in Ge’ez. Based on this the above example sentence will look like this after

applying the reordering rule:
rG: ttdear &4,/ 10
A: Q7 vt L0 LATFPA
rG: oo wGRt PChRY

A 977 avp\haoy PAPGTA
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The reordering algorithm is:

Algorithm 4. 5: Reordering rule for adverb and pronoun

1: function Load Ge’ez_Sentence (S)

© 2 F @ 9 5 W

10:
11:
12:

data_reader < read data from the Load Ge’ez_Sentence
words « split ( data_reader, new line)
dict < dictionary value (words, Wj)
for i=0 to size (words) do
for j=0 to size (words) do
pos1 « split (words [i] [j], tab_space) [1]
pos2 « split (words [i] [j], tab_space) [1]
if dict [pos1] > dict [pos2] and not j==
Temp «— word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]«< Temp
end if
end for

end for

13: end function

Rule 7: reordering rule-involving Adverb (ADV) and Noun (N, NP, NC, and NPC) and

Compound Word (CN, N2)

Nouns in the order of Amharic sentence must come first when compared with adverbs since most
of the time nouns are the subjects of the sentence and adverbs used to modify verbs. When nouns
and compound words appear by succeeding adverbs this reordering rule swaps these words that

belongs to the class of adverbs and nouns and compound words. The below example clearly

illustrates this case.

G: ¢10P/V Ahear/ADV A3 1A7/N

A: 25747IN héH/ADV e74/V
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G: 0aa®/ADV eu-0/V (0 +/CNP_A%liLANhC/CN

A ShILANAC/CNP 0 F/CN 01A°7/ADV 0ama/V

As one can see from the examples, the positions of nouns, compound nouns and adverbs is not in
the right position when compared with the word order of the Amharic sentences so in this case

we need to apply our rule to produce a sentence structure resembling to the Amharic sentence.
rG: APTAT Aheav ¢1AP
A: £27PR7 hét 14

rG: (Lt A%H.A0AC AAT? 2u-

A: PhLANAC O QAT £ATMA

The algorithm for this rule is:

Algorithm 4. 6: Reordering rule for verb and adjective

1: function Load Ge’ez_Sentence (S)
data_reader < read data from the Load Ge’ez_Sentence
words « split ( data_reader, new line)
dict « dictionary value (words, Wj)
for i=0 to size (words) do
for j=0 to size (words) do
pos1 « split (words [i] [j], tab_space) [1]
pos2 «— split (words [i] [j], tab_space) [1]

if dict [pos1] > dict [pos2] and not j==
Temp « word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]«< Temp

10: end if

11: end for

12:  end for

13: end function
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Rule 8: reordering rule-involving Pronoun (PRON, PRONP, PRONC, and PRONC) and
Noun (N, NP, NC, and NPC) and Compound Word (CN, N2)

The main function of pronouns in a sentence is to replace the function of a noun. When it
appears within a sentence, it can function and consider as a noun. Nouns as mentioned most of
the time they are the subject of the sentence. Every sentence has a subject that takes the
responsibility of the action that occurred at some point of time. Compound words are a
combination of two words to produce a new meaning. When pronouns appear before nouns,

swapping must exist. Here is an example to elaborate this kind of situations.

G: ATH/PRON ALA/N 601/

A: A E/N A7H/PRON m47%/V

G: +é.10/V A1/PRON av78.0/N2 $40/N2

A: av8.0/N2 $50/N2 A5/PRON +an/V

Reordering the sentence with this rule yields:
rG: A%tLA A7t 007
A: Ak A7t P
rG: a°74.0 $40 A1 T41D

A: a0 P50 AT FAD
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The algorithm for this rule is:

Algorithm 4. 7: Reordering rule for pronoun and noun, compound noun

1: function Load_Ge’ez_Sentence (S)
data_reader « read data from the Load Ge’ez_Sentence
words « split ( data_reader, new line)

dict « dictionary value (words, Wj)

2
3
4
5. for i=0 to size (words) do
6 for j=0 to size (words) do
7 pos1 « split (words [i] [j], tab_space) [1]
8 pos2 « split (words [i] [j], tab_space) [1]
9 if dict [pos1] > dict [pos2] and not j==0
Temp «— word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]«< Temp

10: end if
11: end for
12: end for

13: end function

Rule 9: reordering rule involving Pronoun (PRON, PRONP, and PRONC) and Adjective
(ADJ)

Adjectives can modify subjects or nouns and pronouns. They have also the ability to act as a
compliment to linking verbs or the verb to be. The interesting point to add on this is sometimes a
word that used as a noun may found to be an adjective based on its placement on the sentence. In
some Ge’ez language sentences, pronouns may appear before adjectives that needs to swap its

position when translating it to Amharic language. Let us have a look this example:

G: onfh/PRON Ate/V trae/ADJ A71.4/N
A: v-2/ADJ 7N A7t 3/PRON +04 ALCTAONUV

After swapping the two underlined words from the Ge’ez sentence, the sentence will have the

same order with that the Amharic sentence word order.
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rG: ttde A714 Oneh ANLE:
A U7 D7 KT TG A& CLAAU-
Its reordering algorithm will be:

Algorithm 4. 8: Reordering rule for pronoun and adjective

1: function Load Ge’ez_Sentence (S)

2: data_reader « read data from the Load Ge’ez_Sentence
3:  words « split ( data_reader, new line)
4:  dict « dictionary_value (words, Wj)
5. for i=0 to size (words) do
6: for j=0 to size (words) do
7. pos1 « split (words [i] [j], tab_space) [1]
8: pos2 « split (words [i] [j], tab_space) [1]
9: if dict [pos1] > dict [pos2] and not j==
Temp «— word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]« Temp
10: end if
11: end for
12:  end for

13: end function

Rule 10: reordering rule involving Noun (N, NP, NC, and NPC) and Compound Word (CN,
N2) and Adjective (ADJ)

Nouns may find in the sentences with different forms. Prepositions and conjunctions or a
combination of prepositions and conjunctions could lie and make nouns to change their forms
but never change their word class. Nouns and compound words in Ge’ez language sentences may
precede adjectives in their word order structure. However, when translating the Ge’ez sentence
to Amharic adjectives and nouns must swap their positions. The below example shows the
necessity of this reordering rule.

G: @9710Z4/N hhi02/ADJ fo@-2n/V G: OHAINZ/VP av14/N avirtad 21/ ADJ

A: 2achHN7°/ADJ 10A/N 00070/ A: 0PHEF9°/ADJ] 00C/IN atParm/V
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The underlined words with their POS tags must swap their position from the Ge’ez sentence.

IG: AchHAZ @104 P0D-Lh rG: e tad g7 a7 d OHAINL

A: PAchHAI® T0h 20NNY7A A: (PHFTI® @I0C LAFPaPm

The algorithm used for this rule is:

Algorithm 4. 9: Reordering rule for noun, compound noun and adjective

1: function Load_Ge’ez_Sentence (S)

10:
11:
12:

data_reader « read data from the Load Ge’ez_Sentence
words « split ( data_reader, new line)
dict « dictionary value (words, Wj)
for i=0 to size (words) do
for j=0 to size (words) do
posl « split (words [i] [j], tab_space) [1]
pos2 « split (words [i] [j], tab_space) [1]
if dict [pos1] > dict [pos2] and not j==0
Temp « word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]«< Temp
end if
end for
end for

13: end function

Rule 11: reordering rule involving Compound words with changing word order (CN, CNP)

Compound words as it stated in the above sections is a combination of two words to form a new,

meaningful word. When these words translated into Amharic language from Ge’ez language,

there may be a need of swapping their word order. Let us see some example for this case:

G: &9+/CNP >147%/CN G: n#t+/CNP 9°2C/CN

A: 22 AP T/CNP a2 71&/CN A: 29°2C/CNP 1123~t/CN
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After swapping the word orders for Ge’ez sentences, the example looks like this:
rG: 2Th7 9t rG: °&C n~t

A: eI ATET oo A: o9°0:C 11t

The algorithm will be:

Algorithm 4. 10: Reordering rule for compound noun

1: function Load_Ge’ez_Sentence (S)

2:  data reader « read data from the Load Ge’ez_Sentence
3:  words « split ( data_reader, new line)
4: dict « dictionary_value (words, Wj)
5.  for i=0 to size (words) do
6: for j=0 to size (words) do
7: pos1 « split (words [i] [j], tab_space) [1]
8: pos2 « split (words [i] [j], tab_space) [1]
9: if dict [pos1] > dict [pos2] and not j==0
Temp «— word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]«< Temp
10: end if
11: end for
12:  end for

13: end function
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In general, rules that are discovered on this study to meet its goal play an important role in
translating Ge’ez words or phrases into Amharic language by arranging Ge’ez words position in
a sentence or phrase whenever it is needed using the POS tags attached to them. To give priority
to high order word classes in a sentence we use the dictionary method. The method takes the
order by number from largest to smallest and act accordingly whenever swapping of words
necessitates. As it shown in the above algorithms, they look like the same but what makes the

difference is their priority in the dictionary that is used. The overall algorithm looks like this:

Algorithm 4. 11: The overall algorithm for the reordering rule

1: function Load Ge’ez_Sentence (S)
data_reader < read data from the Load Ge’ez_Sentence
words « split ( data_reader, new line)
dict < dictionary value (words, Wj)
for i=0 to size (words) do
for j=0 to size (words) do
pos1 « split (words [i] [j], tab_space) [1]
pos2 « split (words [i] [j], tab_space) [1]

© 2 F @ G 5w

if dict [pos1] > dict [pos2] and not j==
Temp « word [i] [j]
word [i] [j]« word [i] [j-1]
word [i] [j-1]«< Temp

10: end if

11: end for

12: end for

13: end function

Repeat the above process of swapping all words until they placed on the right position

Since there are multiple lines in our corpus and multiple words in each line, the ‘for loop’ never
stops until all the words that need swapping get the right position. The above-mentioned steps

are all parts of the training phase. The next crucial phase of this process is the translation phase.
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4.2.2 Translation Phase
Ge’ez Input text

For the translation to be conducted first the input language set (in this case the Ge’ez language
sentences) must be provided since the translation is from one source language to the other target
language. Based on this we prepared Ge’ez language corpus for this translation as a source
language then tagged with different POS tag sets and pass through appropriate reordering rule to
resemble the training model so that the reordered text has the form rG. Then the translation
system or the decoder accepts this reordered text to translate it into a better output on the target

language.

Decoder

The job of the decoder is to take a source language and translates it into its corresponding target
language according to the product of translation model that consists both language sets and
language model, which have only the target language. The main problem in translation is to find
word/phrase that maximizes the translation and language model probabilities. To do so the
decoder uses a best first search approach. The decoder looks all the possible translations of
source word/phrase from word or phrase translation table and recombine the target language
word or phrase that maximizes the translation model probability with the language model

probability.

For our research, the translation model takes locally reordered Ge’ez sentence with target
Amharic sentence so that the decoder takes the reordered Ge’ez sentence to translate it into its
corresponding Ambharic language sentence. To put it mathematically,
A=argmax P (rG|A) = P (A)

a

P (rG|A) Ge’ez-to-Amharic translation model
P (A) Amharic language model

Amharic Output Text

For our translation system, the target language is Amharic language that gives the corresponding

word/phrase for the source language i.e. Ge’ez.
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Chapter Five

Experiment

5.1 Overview

The designed architecture that is mentioned in the previous chapter must be evaluated with a set
of data in order to check its performance. Thus, in this chapter we are going to conduct two
independent experiments and discuss on the results found after the experiments. The first
experiment is based statistical approach only while the second is a combination of rule-based and
statistical machine translation approach.

5.2 Data collection

Large amount of data, monolingual and bilingual, needed to conduct statistical machine
translation. Monolingual corpus is required to estimate the right word order to guide the target
languages to resemble the source language while a sentence aligned bilingual corpus helps to
build the translation model training and decoding to determine the word alignment between two
aligned sentences [15]. For the purpose of this research, we collect our corpus (a total of 2009
parallel sentences for both languages) from different online sources including

https://www.ethiopichible.com, http://ethiopianorthodox.org, and http://eotcmk.org. These

sources contain parallel data of Ge’ez and Amharic language from the Holy Bible with PDF
format that makes suitable for statistical and rule-base machine translations. In addition, texts are
collected from other spiritual books like Wudasie Mariam and Metsehafe Kidase similarly with

having parallel data of the two languages.

5.2.1 Data Preprocessing and Preparation
Throughout the preparation of the parallel data, there were many challenges that can limit the

performance of the system. To overcome these, we follow different mechanisms.

» Breaking the document in sentence level to make separate sentences appear on separate
lines and corresponding Ge’ez and Amharic documents on different files.

» Misaligned sentence verses which means they exist in the data but in a wrong place. This
cause the entire forthcoming sentences aligned with different, unrelated sentence of the
target language or vice versa. This problem rectified manually with the help of experts.
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> Duplication of a verse in the two languages solved by manually searching the case and

removing since duplication alters the reliability of the system.

After passing through the data collection and preprocessing steps, we used notepad tool to
organize the texts we got from the above-mentioned sources in different files for each language.
To make the prepared corpus ready for training and testing of the proposed translation system the
following two processes conducted.

Tokenization: refers inserting of spaces between words

Cleaning: includes removing of empty, misaligned and long sentences. The occurrence of these
can cause a potential problem during training. It cuts long sentences into small, suitable ones and

removes unusual spaces between words and sentences.

When preparing the data first we align all the chapters in verse level then merge these verse level
aligned chapters in the two languages differently. In total, we have 2,009 aligned parallel
sentences. From these, to conduct four independent experiments we allocated slightly more than
90% and 80% for training since training the system is the crucial thing in getting a better
translation from the system and approximately 10% and 20% for testing the system [15]. Putting
in number, the training set used for training the translation model consists 1800 and 1600
sentences and 209 and 409 sentences respectively allocated to test the system for the collected

parallel data set of each language.

One of the aims of this research paper is to show the importance of using hybrid approach over
statistical approach alone in machine translation. Thus, we conducted two experiments one for
showing the result obtained from using statistical machine translation approach alone and the
other is for hybrid machine translation of rule-based and statistical approaches. We used similar
tools for training and testing in both experiments. The next sections discuss the overall steps and

the results obtained from the experiments.

5.3 Experiment 1: Statistical approach

Our first experiment is conducted based on statistical approach by taking 90% for training and
10% for testing from the total size of our corpus. The approach uses a probability method to give
a best translation and it bases on statistical models that finds the most probable target text given a

source text.
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5.3.1 Training the translation System

As mentioned in the previous section we have used in total 2009 sentences to conduct the
training and testing for each language. From the total number of aligned corpus of the languages,
1800 sentences used for training and the rest are for testing the proposed system. During the
training process of Ge’ez to Amharic machine translation system, Moses, a freely available tool

is used. There following steps are performed under training the system.
Language Model Training

Language model is used to determine the probability of a sequence of words of the target
language by taking a monolingual corpus to ensure fluency of the output. In our case, the target
language is Amharic, so we built our model on it. In this study, SRILM, language-modelling

toolkit, is used.
Training the system

Up to now, lexicalized reordering tables and Moses configuration file are created with the use of
word-alignment, phrase extraction and scoring. On this step the file ‘moses.ini’ that is
responsible for decoding is created. The phrase table, mainly contains the probabilities of a word
following words to the given word, was also created. MGIZA toolkit used for system training.

Tuning

After the creation of the file ‘moses.ini” for decoding, it’s possible to immediately start the
querying process but weight optimization is needed since the weights used by Moses to weight
the different models against each other are not optimized. To rectify the problem and get a better
weight the translation system must be tuned. This step also creates another ‘.ini’ file for
decoding. The above-mentioned steps are all conducted for training the system. After all this, the

testing process takes place to evaluate the performance of the translation system.

5.3.2 Result of Experiment 1

For testing the performance of the translation system, we have used 209 Ge’ez and Amharic
parallel sentences. The performance is measured in terms of translation accuracy to translate a
single Ge’ez sentence to Amharic sentence. For evaluation purpose, BLEU score methodology
that is discussed in chapter 2 was used. After passing through this evaluation process, our
developed translation system got a BLEU score of 7.36% using statistical method i.e. from the

62



overall corpus size the mentioned amount correctly translated from Ge’ez to Amharic texts. The

below figure shows the result obtained on this experiment.

Figure 5. 1: Experimental result of statistical approach |

sami@sami-Satellite-L755:~$ /home/sami/SMT/moses-on-nov-87-2019/moses-script/gener
ic/multi-bleu.perl /home/sami/smt-translation/data/test.104.np.tok.lc.am < /home/s

ami/smt-translation/translated/translated.ge-am
BLEU = 7.36, 22.8/7.6/4.8/3.5 (BP=0.997, ratio=0.997, hyp len=368, ref len=369)

The BLEU score is low because we used a minimum of data.

5.4 Experiment 2: Statistical approach

Our first experiment is conducted based on statistical approach by taking 80% for training and
20% for testing from the total size of our corpus. The approach uses a probability method to give
a best translation and it bases on statistical models that finds the most probable target text given a

source text.

5.4.1 Training the translation System

As mentioned in the previous section we have used in total 2009 sentences to conduct the
training and testing for each language. From the total number of aligned corpus of the languages,
1600 sentences used for training and the rest are for testing the proposed system. During the
training process of Ge’ez to Amharic machine translation system, Moses, a freely available tool

is used. There following steps are performed under training the system.
Language Model Training

Language model is used to determine the probability of a sequence of words of the target
language by taking a monolingual corpus to ensure fluency of the output. In our case, the target
language is Amharic, so we built our model on it. In this study, SRILM, language-modelling

toolkit, is used.
Training the system

Up to now, lexicalized reordering tables and Moses configuration file are created with the use of
word-alignment, phrase extraction and scoring. On this step the file ‘moses.ini’ that is
responsible for decoding is created. The phrase table, mainly contains the probabilities of a word

following words to the given word, was also created. MGIZA toolkit used for system training.
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Tuning

After the creation of the file ‘moses.ini’ for decoding, it’s possible to immediately start the
querying process but weight optimization is needed since the weights used by Moses to weight
the different models against each other are not optimized. To rectify the problem and get a better
weight the translation system must be tuned. This step also creates another ‘.ini’ file for
decoding. The above-mentioned steps are all conducted for training the system. After all this, the
testing process takes place to evaluate the performance of the translation system.

5.4.2 Result of Experiment 2

For testing the performance of the translation system, we have used 409 Ge’ez and Ambharic
parallel sentences. The performance is measured in terms of translation accuracy to translate a
single Ge’ez sentence to Amharic sentence. For evaluation purpose, BLEU score methodology
that is discussed in chapter 2 was used. After passing through this evaluation process, our
developed translation system got a BLEU score of 7.15% using statistical method i.e. from the
overall corpus size the mentioned amount correctly translated from Ge’ez to Amharic texts. The

below figure shows the result obtained on this experiment.

Figure 5. 2: Experimental result of statistical approach Il

cami@sami-Satellite-L755:~/SMT-II/ge-to-am$ fhome/sami/SMT/moses-on-nov-07-2019/
oses-script/generic/multi-bleu.perl /home/sami/SMT-II/data/test.209.np.tok.lc.a

< fhome/sami/SMT-II/translated/translated.ge-am
BLEU = 7.15, 9.7/6.9/6.8/5.9 (BP=0.991, ratio=0.991, hyp len=688, ref len=694)
cami@sami-Satellite-L755:~/SMT-II/ge-to-am$

The BLEU score is low because we used a minimum of data.

5.5 Experiment 3: Hybrid approach

This is the second experiment conducted on Ge’ez to Amharic machine translation system. We
applied the reordering rules mentioned on chapter 4 on training and testing data sets so both data
sets are ready for training and testing of the proposed translation system. There is no difference
in training and testing steps of hybrid machine translation approach with that of statistical
approach. The reason behind is the rules are applied before the training and testing steps in both
approaches. During translation, the reordering rules are applied on Ge’ez tagged sentences to
have a similar sentence structure with the Amharic text. All the POS tagging labels removed

once the reordering of words takes place successfully. After applying the reordering rules and
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Ge’ez sentences get the same sentence structure with the Amharic sentences, we finally apply the

statistical approach on the well-prepared and reordered dataset.

5.5.1 Training the translation System

As mentioned in the previous sections we have used in total 2009 sentences to conduct the
training and testing for each language. From the total number of aligned corpus of the languages,
1800 sentences used for training and the rest are for testing the proposed system. During the
training process of Ge’ez to Amharic machine translation system, Moses, a freely available tool

is used. There following steps are performed under training the system.
Language Model Training

Language model is used to determine the probability of a sequence of words of the target
language by taking a monolingual corpus to ensure fluency of the output. In our case, the target
language is Amharic, so we built our model on it. In this study, SRILM, language-modelling
toolkit, is used.

Training the system

Up to now, lexicalized reordering tables and Moses configuration file are created with the use of
word-alignment, phrase extraction and scoring. On this step the file ‘moses.ini’ that is
responsible for decoding is created. The phrase table, mainly contains the probabilities of a word
following words to the given word, was also created. MGIZA toolkit used for system training.

Tuning

After the creation of the file ‘moses.ini’ for decoding, it’s possible to immediately start the
querying process but weight optimization is needed since the weights used by Moses to weight
the different models against each other are not optimized. To rectify the problem and get a better
weight the translation system must be tuned. This step also creates another ‘.ini’ file for
decoding. The above-mentioned steps are all conducted for training the system. After all this, the

testing process takes place to evaluate the performance of the translation system.

5.5.2 Result of Experiment 3
For testing the performance of the translation system, we have used 209 Ge’ez and Ambharic
parallel sentences. The performance is measured in terms of translation accuracy to translate a

single Ge’ez sentence to Amharic sentence. For evaluation purpose, BLEU score methodology
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that is discussed in chapter 2 was used. After passing through this evaluation process, our
developed translation system got a BLEU score of 18.62% using statistical method i.e. from the
overall corpus size the mentioned amount correctly translated from Ge’ez to Amharic texts. The

below figure shows the result obtained on this experiment.

Figure 5. 3: Experimental result of hybrid approach |

sami@sami-Satellite-L755:~5 [home/sami/SMT/moses-on-nov-07-2019/moses-script/generic/mult
1-bleu.perl /home/sami/Desktop/hmt/data/test.104.np.tok.1c.am < /home/sami/Desktop/hmt/tr

anslated/translated.ge-am
BLEU = 18.62, 35.0/20.5/16.4/11.0 (BP=0.984, ratio=0.984, hyp len=363, ref len=369)

5.6 Experiment 4: Hybrid approach

This is the second experiment conducted on Ge’ez to Amharic machine translation system. We
applied the reordering rules mentioned on chapter 4 on training and testing data sets so both data
sets are ready for training and testing of the proposed translation system. There is no difference
in training and testing steps of hybrid machine translation approach with that of statistical
approach. The reason behind is the rules are applied before the training and testing steps in both
approaches. During translation, the reordering rules are applied on Ge’ez tagged sentences to
have a similar sentence structure with the Amharic text. All the POS tagging labels removed
once the reordering of words takes place successfully. After applying the reordering rules and
Ge’ez sentences get the same sentence structure with the Amharic sentences, we finally apply the

statistical approach on the well-prepared and reordered dataset.

5.6.1 Training the translation System

As mentioned in the previous sections we have used in total 2009 sentences to conduct the
training and testing for each language. From the total number of aligned corpus of the languages,
1600 sentences used for training and the rest are for testing the proposed system. During the
training process of Ge’ez to Amharic machine translation system, Moses, a freely available tool

is used. There following steps are performed under training the system.
Language Model Training

Language model is used to determine the probability of a sequence of words of the target

language by taking a monolingual corpus to ensure fluency of the output. In our case, the target
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language is Amharic, so we built our model on it. In this study, SRILM, language-modelling

toolkit, is used.
Training the system

Up to now, lexicalized reordering tables and Moses configuration file are created with the use of
word-alignment, phrase extraction and scoring. On this step the file ‘moses.ini’ that is
responsible for decoding is created. The phrase table, mainly contains the probabilities of a word

following words to the given word, was also created. MGIZA toolkit used for system training.
Tuning

After the creation of the file ‘moses.ini’ for decoding, it’s possible to immediately start the
querying process but weight optimization is needed since the weights used by Moses to weight
the different models against each other are not optimized. To rectify the problem and get a better
weight the translation system must be tuned. This step also creates another ‘.ini’ file for
decoding. The above-mentioned steps are all conducted for training the system. After all this, the

testing process takes place to evaluate the performance of the translation system.

5.6.2 Result of Experiment 4

For testing the performance of the translation system, we have used 409 Ge’ez and Ambharic
parallel sentences. The performance is measured in terms of translation accuracy to translate a
single Ge’ez sentence to Amharic sentence. For evaluation purpose, BLEU score methodology
that is discussed in chapter 2 was used. After passing through this evaluation process, our
developed translation system got a BLEU score of 18.62% using statistical method i.e. from the
overall corpus size the mentioned amount correctly translated from Ge’ez to Ambharic texts. The

below figure shows the result obtained on this experiment.

Figure 5. 4: Experimental result of hybrid approach Il

i~/HMT fge-to-am 5 moses-on-nov- S
_crlptfgenerlc[multl bleu.perl /home/sami/HMT/data/test.209.np.tok.lc.am < /home/sa

i1/HMT/translated/translated.ge-am
= 17.38, 18.8/16.8/17.3/17.5 (BP=0.988, ratio=0.988, hyp len=686, ref_len=694)
sami@sami-Satellite-L755:~/HMT/ge-to-am
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5.7 Discussion

As described on the previous sections the main aim of this study is to show the machine
translation performance using hybrid approach by developing a system. During this study, we
conducted two independent experiments to show how the performance of the proposed system
varies when using hybrid machine translation approach rather statistical machine translation
approach alone. As it can be seen from the BLEU score of the two experiments, the hybrid
approach has performed well and provide a better result. This is because of the reordering rules
we applied on Ge’ez sentences to have a same sentence structure with that of the Amharic
sentence pair. However, the size of the corpus has an impact on the performance of the proposed
system since statistical machine translation approach takes bilingual corpus. When the size of the

corpus increases the accuracy also increases and so does the BLEU score.

This study shows an improvement from previous studies on Ge’ez-Amharic language pair. Dawit
[15] and Tadesse [16] got a BLEU score of 8.26% and 15.14% approximately as machine
translation from Ge’ez to Amharic machine translation concerned with different approaches.
However, our system gets a BLEU score of 18.62% with minimum amount of parallel data that
is better for Ge’ez to Amharic language translation as compared with the studies conducted in
the mentioned research papers.
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Chapter Six

Conclusion and Recommendations

6.1 Conclusion

This study focuses on hybrid machine translation approach i.e. a combination of rule-based and
statistical machine translation approaches. Rules are pointed out to govern the translation process
from Ge’ez to Amharic language. We have discussed the historical background of Ge’ez and
Ambharic languages. In addition, we have discussed the linguistic relationships between both
languages including writing system, syntax, numbering system, and word classes. In general,

similarities and differences between the two languages are discussed.

For this research, parallel corpuses for both languages are collected from different sources and
all the sources are spirituals books since Ge’ez language is currently widely used and limited in
the Ethiopian Orthodox Church literatures. The corpus is prepared and organized into two
different files for each language and divided into two sets of training and testing. POS tagging,
applying reordering rules on Ge’ez sentences with the help of python programming language,
language modelling using SRILM, translation modelling with MGIZA and training the

translation system using Moses are the tools and mechanisms used during this research work.

In preparing the reordering rules, we consider the differences in syntactic structure between the
two languages. The reordering rule is applied by means of POS tagging. Since there is no
publicly available POS tag tool for Ge’ez language, we used a manual mechanism to tag all the
words in the sentences. The main purpose of setting out reordering rules on Ge’ez sentences is to
have the same sentences structure with the Amharic sentences since the translation is

unidirectional that is from Ge’ez to Ambharic.

After all things and preliminary conditions set, the last step is testing the proposed, developed
system. In this study, four experiments were conducted in order to check the accuracy of our
translation system. We got a BLEU score of 7.36% and 7.15% from two experiments in
statistical approach by changing the training and testing data set sizes and 18.62% and 17.38%
from hybrid machine translation approach. From this, we conclude that using hybrid approach

for machine translation gives a best result as compared with statistical machine translation.
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6.2 Recommendations

For a translation system to be considered as more accurate and efficient, there are many things to

be fulfilled. These things are by themselves have a capability to become problem areas and

create a room for further research to be conducted around them.

The below mentioned points are possible areas of research as a future work:

v

Increasing the size of the corpus has a direct relation with the accuracy of the translation
and performance of the developed system. Therefore, Ge’ez to Amharic translation using
POS tags may perform better when there is more data collected.

It is also possible to work on Speech to text and text to speech translation since the
translation is from Ge’ez to Ambharic it could help a lot for proceeding research.

In this research, we only applied reordering rules to resemble the source language into the
target language since there exist a structural difference. However, it is possible to add
rules like morphological rules.

Based on our study, rule-based approach using POS tagging makes a research to have a
better result when machine translation concerned for other Ethiopian language pairs.
There have been good improvements on Ethiopian languages but still a lot to do.

The main challenge of this research paper is to find a standard, pre-collected corpus and
well-prepared POS tag sets. These problem areas have a potential to be explored more
and work on as a research idea.

The POS tagging mechanism we used by reordering words in the sentence can also be
applied for the bidirectional machine translation from Ge’ez to Amharic and Amharic to

Ge’ez language translation.
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Annex I1: Sample Parallel Corpus for Testing
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Annex I11: Sample Language Model for Amharic Language
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